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ABSTRACT. The numerical approximation methods of the differential
problems solution are numerous and various. Their classifications are
based on several criteria: Consistency, precision, stability, convergence,
dispersion, diffusion, speed and many others. For this reason a great in-
terest must be given to the construction and the study of the associated
algorithm: indeed the algorithm must be simple, robust, less expensive
and fast. In this paper, after having recalled the 0-ziti method, we refor-
mulat it to obtain an algorithm that does not require as many calculations
as many nodes knowing that they are counted by thousands. We have,
therefore, managed to optimize the number of iterations by passing for

example from 103 at 10 iterations.
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1. INTRODUCTION

The §-ziti is a new method of approximation, which allows:

(1) to interpolate, approach and integrate a function of one or more vari-
ables,
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(2) to solve a differential equation of any order,
(3) to solve an equation or a system with partial derivatives.

Generally, in concrete problems, one confronts with singularities that generate
horrible instabilities in the form of oscillations where the classical numerical
methods are very sensitive [5](ie improper integrals (generalized), functions
which are not sufficiently regular or distributions as Dirac type , singular dif-
ferential problem, presence of natural phenomena such as shocks, boundary
layers, Blow-up, turbulence and others ...). The d-ziti method has shown its
effectiveness in solving such problems. When presenting the §-ziti method in
[1, 2, 3, 4], we did several tests on several mathematical models. We have
established algorithms without considering the cost of calculation and their
complications. In this work, we will show how to minimize the cost of calcula-
tion by a very small number of iterations. First, we will recall, in the following
paragraph, the main lines of the J-ziti method.

2. OVERVIEW OF THE 0-ZITI METHOD.

As it was presented in [3], the method is based, essentially on the famous

function

1 . 2 n 2

53 ; =3X" 2t < R

(b(l‘) = exp (lx‘z_R2> 7Zf "I| ' 1,711:1 < I (2.1)
0 otherwise.

where R is a positive constant.

This function is very often encountered in Numerical Analysis, especially in
distributions and functional analysis. It is characterized by its power to ap-
proach the Dirac measurement:

indeed, if we put,

ve(x) = Egn.qﬁ (%) Ve > 0, (2.2)

where, C := T then this sequence ¢, converges to Dirac in the sense
RII

of distributions.

The Dirac distribution is a very significant symbol of a singularity, which made
us think of using ¢(x) to deal with singularities. At first, we are interested
in the one dimensional case (n = 1). For the multidimensional case, we will
see how we can reduce ourselves to the dimensional one. Consider, for the
moment, an interval bounded [a, b]. We consider a uniform meshing, the

interval [a, b] is subdivided into (m 4 1) points (where m is the number of

subintervals: (m + 1) nodes) with a constant step h: z; = a, Tpmy1 = b,
zi=a+ (i—1)hfori=1,...,m+ 1.
where, h = =2

m
At each z;, we associate the function ¢; defined by:

r — X

wi(x) = %.d) < o ) forx e lr,_1, 1] (0 =2,...,m), (2.3)
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(@)= (g”‘h””) for € [e1, 2], (2.0)
and,
Pma1(T) = %qﬁ (33—}17Lm+1) for x € [Tm, Tm1]. (2.5)

This family of functions is represented in the following figures:

FIGURE 1. Superposition of some elements of the family
(%‘)2gigm for a=-4,b=4,h=1 and C=2.252283621.

03
0,7
06
0,5
0,4
03
0,2

0,14

FIGURE 2. Superposition of the consecutive elements ¢;_1, @;
and ¢;41 for a=-4,b=4,h=1 and C=2.252283621.
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FIGURE 3. Graphical representation of extreme elements
1 and @41 for a=-4,b=4h=1 and C=2.252283621.

By choosing a suitable Prehilbert space with the scalar product <, >, the
norm associated is ||.|| , we use the Gram-Schmidt process, to construct the

orthogonal family (1@) .
7

We have shown that the family (1ﬁ1> ~satisfies the following recurrence relation:
K3

1%1(95) = p1(z) for all x € [v1,Tm]
i(x) = oi(x) + Ni1i_1(z) for all x € [x1,2my1], 2<i<m+1
suppy; = 1, zi41] pour tout indice 1,

with : \i_y = _%

(2.6)
and that

—1 <X <0 for1<k<m,
From this relation of recurrence, one can develop 1/;1 according to ¢y (1 < k <14):
7/;z(x) = @i(x) + Nic19i—1(x) + N1 dica@i—o(T) + -+ Aimidi2 - Arpr ().

We construct an algorithm with (2.6) to compute Ui, A and < 1@', i > .
The functions (1@) are represented in the following figures:  Finally, we

orthonormalize (z/?z> to obtain the family (¢) :

wi(x)zq‘pifx)pourlgigm—i—l (2.7)

¥

Remark 2.1. The algorithm we are going to build aims to calculate \;, ¥; and
roots r; and to simulate the results.
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0,4

FIGURE 4. Superposition of some elements of the orthogonal

family (1]}1> - for a=-4,b=4,h=1 and ¢=0.1330861208.
1<i<m+1

FIGURE 5. Graphical representation of g for a=-4,b=4,h=1
and ¢=0.1330861208.

2.1. algorithm 1.

a = —4,b=4; ( the border of the interval [a, b])

m = 800 ; (number of intervals after subdivision of [a, b])
h = b’Wa ; (the step of discretization)

Discretization of [a, b]

fori=1:m+1
xi:a+(z’—1)h
end 1

113
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Construction of (y;)

otherwise.

. 2._yn 2
) = { o () 4 o =B <

r — T

<p1($c):§¢< - )forme[ml,ccg],

fori= 2:m
ei(x) = £.0 (552 for o € [wi—1,@i1]

end i
pres(0) = S0 (ZEL) for o€ o]
Construction of (Jh)
fori=1

i 151(x)b = ¢1(2),
[1]|? = [ ¥1(x)1 (x)d,

_ J2oi(@)pa(a)d
A= lla )12

) fori=2:m .
7/%(3«:) = %‘(@j‘ >\i—~1¢i—1(1‘)7
1il|? = [ i) () da,
A — Ie pi(@)pit1()de
' s 112 ’
end i
) fori= m+1 )
/(/ierl(x) = (pmjrl(x) +~)‘mwm(x)7
[l = [ D1 (@)1 (2)de,

Calculating the roots of (1[)2)

r = Roots(1;(z),z = a..b)

Remark 2.2. To compute any integral, we use any approximation’s method as

Simpson-method for example.


http://dx.doi.org/10.52547/ijmsi.18.1.109
https://ijmsi.com/article-1-1298-en.html

[ Downloaded from ijmsi.com on 2026-02-10 ]

[ DOI: 10.52547/ijmsi.18.1.109 ]

An Optimal Algorithm for the §-ziti Method to Solve Some Mathematical Problems

Ai

T

—0.508960181

—3.996667413

—0.292344636

—3.987512758

—0.274934054

—3.977583248

—0.273624280

—3.967588576

—0.273526252

—3.957588975

—0.273518918

—3.947589005

—0.273518369

—3.937589007

—0.273518328

—3.927589007

© | o |

—0.273518325

—3.917589007

—0.273518325

—3.907589007

11

—0.273518325

—3.897589007

12

—0.273518325

—3.887589007

13

—0.273518325

—3.877589007

14

—0.292344636

—3.987512758

795

—0.273518325

3.942410993

796

—0.273518325

3.952410993

797

—0.273518325

3.962410993

798

—0.273518325

3.972410993

799

—0.273518325

3.982410993

800

—0.273518325

3.992410993

801

4

TABLE 1. Results obtained by the first algorithm with 801 nodes.

2.2. Roots of ;.

115

The J-ziti method mainly uses the roots (7;) of the functions (v;), instead of
the mesh point (z;). It is not a question of replacing (z;) by the roots (r;) but
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it is about a radical transformation of the approximation.

We studied minorly, the roots (r;) and we showed that
(1) the roots of 1, is, also, root of ¢y for: k > i — 1, in particular are also
roots of 1,11
(2) v; admits (i-1) distinct real root(s) ri (k = 1;--- ;i —1) in the interval
1, z;[ precisely ry € |zg, xpqq[for k=1,...,i—1,
(3) Ty € ]Z‘j,xj + %[,
(4)

i+1\T4
N1 = w. (2.8)
What allowed us to write
rp =z + h. Xk, (2.9)
where: X}, is solution of the following polynom
ApX?* =20, X3 — A X2 +2(A — DX +1 =0, (2.10)
where:Ay = Ln(—Mg) and \;_1 = —W.

Remark 2.3. A second algorithm differs from the previous one can be built
using the results (2.8), (2.9) and (2.10) but still with always the same number
of iterations as the number of nodes.

The functions (;) and the position of their roots are represented in the fol-
lowing figures:

FIGURE 6. Superposition of some elements of the family
(¥k)1<p<my1 and position of their roots for a=-4,b=4h=1
and ¢=0.1330861208.
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FIGURE 7. Superposition of consecutive elements 1;_1, ¥,
¥;+1 and position of its roots for a=-4,b=4,h=1 and
¢=0.1330861208.

FIGURE 8. Representation of element 15 and position of its
roots for a=-4, b=4, h=1 and C=2.252283621.

a n ri Fm b

X1 X2 e Xk Xk+1 sae Xm Xmi1=Fm+1

FIGURE 9. The position of the roots r; of ¥, 41.

2.3. Description of ¢-ziti method.

117

The §-ziti method starts, like the finite element method [6, 7, 8], with a vari-
ational formulation to have an adequate functional framework. To avoid the
mesh (z; ) and its complications in the variational formulation, we used the
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roots (r; ) of the extreme function 1,11 which made it possible to give a better
approximation of a function and an integral one by a simple formula.

Remark 2.4. The use of only 1,,+1 and not the others v; is because every root
of 1); is also root of ¥, 41.

2.3.1. Interpolation and approzimation of a function with a single variable.
For a given function f, we approached it as follows:

1=m-+1

fl@)~ > aii(a). (2.11)

i=1
where,
a; =< f, i >,
We showed that,

o = )
Yi(ri)
2.3.2. The numerical integration.
We used the following approximation:
b A
/ f(@)i(z)dx ~ 7(ri) fori=1.m+1. (2.12)
a ¥i(ri)

b i=m+1
N f(ri)
/af(ac)dx_ ; FETEN (2.13)

2.3.3. Function with several variables.

Let us take, Q in the form: Q = [a, b] X [¢,d], and use an uniform mesh of the
interval [a, b] and [c, d] with the step hy = bﬂ:—l“ and hy = dm—_; where my, mq are
integers such x1 = a, Ty, +1 = b and y1 = ¢, Ymy+1 = d, T, = a+ (k—1)hy for:
E=1,....mi+ 1L yp=c+(—1Dhgfor: I=1,...,ma+1.

From (2.6) and (2.7), we construct two orthonormal families:
(W) 1<k<m+r and (Y)1<k<m1
Our strategy is to take:
bii(z,y) = oi (@i (y) for (z,y) € Q. (2.14)

i Approximation of a function of two variables.
Let f be a function of two variables, f(z,y) can be approximated by:

mi+1ma+1

flay)= 3 > agi@ui) (2.15)

where,
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ii: The numerical integration.
We have approached a multiple integral as follows:

g Frlr?)
1 2 ~_ T v
| [ st @y ~ s e

bopd mi1+1mo+1 )
[ ey~ S5 L)

Loy
i=1  j=1 (wzl(rz)wf(rf))Q

Remark 2.5. The extension of the d-ziti method with several variables is done
in the same way:

i: Approximation of a function.

f(y17"' ;yn> ~ Z Z Oéil»--i,,ﬂ/%l,--~,in(yla"' ayn)7

1<iy<mi+1  1<ip<mp+1

where,

Qipoi, = f(rz‘ll"" arzn”). )
" wil,'--,in(rill"" 71?")
ii: The numerical integration.
We have approached a multiple integral as follows:

f(rillv'" vr;(il)

bi(ri) Rl )’

by b
/ flzy, - xp) Z,ll(zl)...qpﬁ’(xn)dg;l...dg:n2
al Ap,

/bl /bn fan, ooy dog~ Y ) flriy o orh)

Lo ap)day - day, ~ =

a1 an 1<iy<mi+1  1<i<mp,+1 (%1(%1 "'7/’?(7':;))
where, ng is the (i;)"" root of Q/JZ,LH on [aj,b;] (fori; =1,....,m; +1,
j=1,...,n).

2.3.4. Differential equation and partial differential equation.
We consider, therefore, an ordinary differential equation of order 1,

u'(z) = flz,u(z) 2 € [a,0], (1)
(7?){ u(a) = &, @) (2.16)

where, & is a given constant, v : R — R is the unknown function and f : IR? —
R is a given function.

The variational formulation of (P) consists to multiply the differential equation
by vy, and integrating:

b b
/ W (x).p;(x)de = / flz,u(x))pi(x)de fori=1,....,m+1.  (2.17)
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The use of the previous integration formula (2.15) made it possible to ignore
the points of meshing z; and to take into account only the roots ;.
From the integration formula (2.15) we have:

’ ’ ) ~ u/(ri)
/a u'(z) i (z)dx ~ Dlre)’
and,
b ‘  flri u(rs))
/a S ufe)) ) = Ko T,
Therefore,
u'(r;) = f(ri,u(r;)) fori=1,...,m+1, (2.18)

Remark 2.6. For the differential equations of order one, the J-ziti method re-
sembles, at first sight, the collocation method (moreover the finite element
method also coincides with the collocation method in dimension one), which is
not the case for the order greater than two.

If we approach the derivative u/(ry) in (2.18) by (for example) the following
finite difference approximations:
W (i) ~ u(riv1) —u(ry)
YT

fori=1,...,m,
and let’s use the fact that,

u(ry) = ani(ry) fori=1,...,m,

then the (a;) will be solutions of the following discrete problem:

a1 = gt
(S) Lo thi () (riga —rs) f (riscitha (i . (2.19)
gy = il )+(wﬁlng i) for i =1,...,m.

In all of the above, the calculations of r; and A; are essential to solve (S)
but with what cost?
In all our work where we used the §-ziti method we obtained very satisfactory
results and even surprising in comparison with the exact results or with the
well-known numerical results. We performed the calculation by following the
formulas found mathematically without taking into account their complications
and the cost (for example the number of iterations). In the next paragraph we
will reduce the cost considerably.

3. REFORMULATION OF \; AND r;.
3.1. Calculation of );..
We recall that,
a =< 1,02 >, B=<@1,p1 > .

The following theorem shows that (A;) follows a simple iterative process:
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Theorem 3.1. \; verifies the following recurrence relation:

)\1 - _% )
Aiv1 = f(\) pour 1<i<m-—1,
where f(z) = Qj‘ﬁ
Proof. We have,
_ <pnp2>  <@onp2> o
1— 2 - = 2 - _Bv
leH [l
and,
< ®i,Pit1 >
T
|
then,
77 < Vi, P4 >
but,
Noys — < Pit1, Pit2 >
L= T 2
’ Pit1 ’
from (2.6) we have,
< Pit1, Vi >=<Qit1, i >,
and
Viv1(®) = @ip1(z) + Aivhi(@).
Therefore,
<Pip,hir1 > = < Pipt, ikt > 2N < @i, i > AT <y, i >
= < Qig1, Pir1 > 2N < Qig1, 90 > AN <P, >,
and
< Pit1, Pit2 >
Aiy1 = — Pl Pit2 s s (3:2)
< i1, Pig1 > F2X < @ig1, 00 > FAF <Yy, >
By injecting (3.1) into (3.2), we obtain,
< Pit1, Pit2 >
Aig1 = — ARSER QA (3.3)

< Qig1, Pit1 > FXi < @ig1, 00 >
according to [3], for every index i, we have (in fact p; is a translation of ps)

< Qiy1, 00 >=< 1,02 >=a et < Y1, pip1 >=2 < p1,01 >= 25,
(3.3) then becomes

28+ N 2405 2— AN

@ -3 A
Ait1 = . .

The following result will make it possible to estimate |\;+1 — A;].
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Corollary 3.2. For \; = —% we have,

) 2
AL
0 S 1. 3.4
< (2+)\1) < (34)
(2)
_ )2
()
For all i such that i > | ————| + 1, (3.5)
in <2i1>\1)
we have

[Ait1 — Ni| <€, for any arbitrary smal real € > 0,
where [z] is the floor function of .
Proof. (1) We know that
Alz—gand —1< A <0,

B

S0,

Therefore,

A\
0 < 1.
< (2+>\1)

(2) Let f be the function defined by:

A
HX) = 2—)\11.X

it’s easy to verify that
F(X) < 0 pour tout X €] —1,0].

avec — 1< X <0,

Therefore, f is strictly decreasing on 1-1,0],

a simple calculation shows that
A2 A2

O<Z:f(0)<f(X)<f(*1):ma

and

2
F(x) < (211&) for all X €] —1,0].

By applying the theorem of finite increments on |A;, A\;1+1[, we obtain,

Aipr =N = Lf(A) = fFa-1)l,
|f (§)| ‘)\z — )\1'71‘ f entre )‘i+1 et )\i,

Therefore,

2
Nig1 — Ni| < (zil)\l) |f(Niz1) = f(Niz2)],
<
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S0,

A\ A2 -
2+ M 2—\?

For the condition |A\;11 — A;| < € to be satisfactory, it suffices to take,

[Ait1 = Al < (

M N MR-
24N 2-X —7

that is to say

A 2(i—1) .
< ——. .

2—-)3

Using the function Ln in (3.6) and the fact that
, A\ €(2 - A2
— 1)1 <ip (22410
(=i <<2+>\1> ) - ()\1()\% -1/
A\
0 <1
< (2 + )\1) ’

€(2—22)
In ( A?—All )
2
A
In (2+1)\1)
So |Aig1 — Ai| < ¢, starting from
6(2—)\%)
i ($55)
2
A
In <2+f\1)

where [x] is the floor function of x. O

S0,

(3.6) becomes

i > + 1.

Ny + 1.

In practice, we take ¢ = 10~ we then show the following result:

Corollary 3.3. Once
(2-2D)

) i ()

|)\i+1 — )\Z‘ < 1O_N

+1, (3.7)

we have

where [z] is the floor function of .
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3.1.1. Idea on some estimates of Ny.

For
m = 1000,
B — < ©v1,P1 >= 42, 1948008,
A\ = 7% = —050896018165347,
2-22
X _ —Nln(10)+ln(;?7;1)> L

ln(ﬁ)Z

Precision 10~V | iteration number Ny
1<N<L10 N
11<N<24 N+1
25 < N <38 N+2
39 <N <52 N+3
53 < N <66 N +4
67 <N <80 N+5
81< N <94 N +6
95 < N <108 N+7
109 < N <122 N +38
123 < N <136 N+9

TABLE 2. Examples the calculation of Ny: to reduce the iter-

ation number.

Corollary 3.4. ()\;) is stationary from Ny.

Proof. if i > Ny
we have
Nig1 — N <107V,

SO

[ANo+p = ANo | < [ANgt+p — ANgtp—1] + oo + [ANg 1 — Ang | -

Therefore,
|>\N0+p - >\N0| < p107N7

where, p = m — Ny.
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EXAMPLE 3.5. For m = 103, N = N, = 10,
ANotp — Ang| < 0,999.1077 < 1077,

3.2. Calculation of r;.
The theorem makes it possible to calculate the values of the roots r;.

Theorem 3.6. Fori=2,.... m+letk=1,...,i—1if we put ry = zp+h.Xg,
then, Xy is the solution of ,

ApX* =20 X2 — AR X% 4+2(A, — )X +1 =0, (3.8)
where: X, € }O, %[ and Ay, = Ln(—\g).
Remark 3.7.

e The fact that the function:
F(X) = A Xt =20, X3 — A X2 +2(Ap — )X +1,

is strictly decreasing and concave on [0, %], then any numerical approx-
imation method of the root of F is valid.

e The fact that Ay = Ln(—)\g) and since, from Ny the sequence \; is
considered as a stationary sequence (|Aiy1 — A;| < 10770), then all
the functions F(X) are the same for k > Nj.

All the calculations that were done with the previous algorithm work with a
very large number of nodes m (m = 10000) which gave very large tables (tablel)
as a database to do the following.

Now, we will reduce the number of calculations: from m to Ny depending
on the precision required.

4. 0-ZITI ALGORITHM.

We give ourselves a precision e = 10~V (e or N),
We take the step of subdivision h of the interval [a,b], (a,b,m),
‘We compute

a = < 1,2 >,
B = < 01,01 >,
)\1 _% )
2
—Nin(10)+1n ( 20
No <A? “> +1.

ln(ﬁiil)Z
Fori=1,Ny—1
End i
Fori > Ny + 1
)‘i ’:ANO
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Fork=1:Ny

Calculation of the root Xy of the function
F(X)=AX*-24X3 - AX?+2(A-1)X +1, on ]0,%]
where A =In(—X\),
ry = o + h.Xg.
end k
For k > N() +1
Xk = XnNo»

re =T + hXg, rp =18—1+ h.

4.1. Application.
We consider the following Cauchy problem:

2 7 — _
r*a (x) = 4du(z) v € [-4,4], (1) (4.2)
u(—4) =1, 2)
According to (2.19) the following algorithm has been obtained:
1
Q) = ——
1(r1)
A YT T - T2 4'3
{ i = PO for o1, (D

This algorithm of the d-ziti method that we have to build aims to calculate \;
and roots ;.

m = 1000, a = —4, b = 4.

precision € = 10~ with N = 8. (from table2 we have Ny = N = 8)

We calculate

a = < 1, g >=21,47547348,

g = < 1, 1 >=42,19480080,

A= —% = —0.508960181653470,
— n n (2_k%)

N, — Nin(10)+I (AL;»fAl) L1—s.

2
in (72i%\1 )
Calculation of )\;. Calculation of r;.
For example, the secant method is used to solve:

Fork=1:Ny=8
Calculation of the root Xy of the function
F(X)=AX*-2AX? - AX?+2(A-1)X +1, on |0,
where A =In(—\),
re = o + h. X,

1

2

[
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A1 —0.508960181653470
A2 —0.292344636312607
A3 —0.274934054384423
A4 —0.273624280111297
As —0.273526252120255
A6 —0.273518918194867
A7 —0.273518369525952
As —0.273518328478775
if N> No, An = An, | —0.273518325407943

TABLE 3. Results using the optimal algorithm.

X1 0.333258836280244
Xy 0.248728737840737
X3 0.241680753511322
X4 0.241148006382392
X5 0.241108118629783
Xe 0.241105134358228
X7 0.241104911097089
X3 0.241104894394410
if N> No, Xnv =X, | 0.241104894394410

TABLE 4. Results using the optimal algorithm.

The two graphs in Fig.10 present the comparison between the exact and
approximate solution of (4.2).
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r1 =1 +hX; —3.997333929309758
ro = xg + hXy —3.990010170097274
rg = x3 + hX3 —3.982066553971909
T4y =14+ hXy —3.974070815948941
rs = x5 + hX5 —3.966071135050962
re = e + hXg —3.958071158925134
r7 =x7 + hX7 —3.950071160711223
rg = xg + hXg —3.942071160844845
if N> No, rv=rn, +h
Tm+1 =0b 4

TABLE 5. Results using the optimal algorithm.

T T T
—&— approximate solution
exact solution

Ficure 10. Comparison the approximate solution obtained
by 0-ziti’s scheme with the exact solution in presence a singu-
larity.

5. CONCLUSION

The method has shown its effectiveness in comparison with other results
(exact or obtained with classical methods). In this work, we have established
two algorithms that have resulted in the same results. Table 1 obtained by the
first algorithm required as many iterations as number of nodes (likely to be
very large, for example 10°).
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Table 2 obtained by the second algorithm deduces from a careful study (refor-
mulation of A;, ¥; and r;) to reduce the number of iterations with an acceptable
stopping test for example for a test of 107> on number of iterations is reduced
to 8 iterations.
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