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ABSTRACT. In this paper, we consider some boundary value problems
(BVP) for fractional order partial differential equations (FPDE) with
non-local boundary conditions. The solutions of these problems are pre-
sented as series solutions analytically via modified Mittag-Leffler func-
tions. These functions have been modified by authors such that their
derivatives are invariant with respect to fractional derivative. The pre-
sented solutions for these problems are as infinite series. Convergence of
series solutions and uniqueness of them are established by general theory

of mathematical analysis and theory of ODEs.
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1. INTRODUCTION

Fractional calculus and fractional differential equations have improved more
in recent years [16,17]. Moreover, regarding the integral representation of the
solutions of fractional differential equations, these solutions are not very com-
putational, because their integral represnetations have complex integrands, es-
pecially include terms of Gamma function [3,11].

In this paper, we will search the form of solutions for FPDE as series solu-
tions by modified Mittag-Leffler functions. These functions are invariant with
respect to fractional order as same as Euler exponential function to ordinary
derivative. The solutions are presented in this paper are based on Mittag-Lefller
functions which are very computational [1,2]. One can constructs an approx-
miate solution by choosing specific number of terms from series solution. The
general modified Mittag- Leffler function can be written in the following form
[11,12,13]:

ko gkp—1

= (kp— 1)

where the real number p is the fractional step derivative and r is and unknown

hp(a,7) = (L1)

parameter. It is easy to see that, the following relation is valid
D" hy(z,r) = 1" hy(z,7), (1.2)

similar to exponential function D™e"™ = r™e™. The parameter r is usually root
of characteristic equation. For example we consider the following fractional
ordinary differential equation:

1

y B (z) — 3y (@) + 2y(z) = 0, (1.3)

2

note that p = %, np = 5 and n = 2, we consider the following relations:

D5hy(z,r) = rhy(z,r), D%h% (z,7) = r?h1(z,7). (1.4)

3 3

After replacing the above amounts in the fractional equation (2) we have:

r2hy (z,7) — 3rhy(z,r) + 2hy (z,7) =0, (1.5)

1
3

and characteristic equation will be 2 — 3r +2 = 0. The roots of this equation
are r1 = 1,79 = 2. Then the general solution of equation (2) is as follows:

(#,1) + c2hy (2,2) (1.6)

P DL i o C e
- 11;((%)_1)' + 2;::1 ((%)_1)' (1.7)
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2. BVP ror FPDE oN UNBOUNDED DOMAIN

In this section, we consider some BVP for FPDE in unbounded domain. For
this, consider the following problem in the first quarter:

Dgu(z,y) = Dyu(z,y), =>0,y>0, (2.1)
with non-local boundary condition
u(t,0) = au(0,) + p(t), ¢ >0, (2.2)

where a € (0,1) is fractional order and ¢(t) is a real valued smooth function
and a is real constant. According to the introduced modified Mittag-Leffler
function the solution of equation (2.1) is looking for as following series:

ZZUmn el (2.3)

m=0n=0

where u,,, are unknown coefficients. Let’s suppose (—ka)! = oo, for k € N.
According to the a-order derivative of Mittag-Leffler function, we have

—De mayna
mz:onzgumn - mz:OnZ%uerl)n (ma)!(na)!”
(2.4)
and
D (nfl)a e gmayne
(2.5)

By replacing these amounts in equation (2.1), we get the following recurrence
(difference) equation:

U(m41)n = Um(n+1), T,T =0, (26)

by imposing boundary conditions (2.2) to series solution (2.3) we obtain:

Z umo =a Z u(m . p(t), t=0, (2.7)

or
e tka
> (ko — auorc)w =p(t), t=0, (2.8)
k=0 ’

from the difference equation (2.4) we see that
Umn = U(m+n)0 = Yo(m+n), TN 20, (29)

by using (2.6) and (2.5) we have:

ko

> wall o) gy = () (210)



https://ijmsi.com/article-1-1040-en.html

[ Downloaded from ijmsi.com on 2025-10-16 ]

72 R. Hosseini , M. Jahanshahi, A.A. Pashavand, N. Aliev

or
ot ()

= t>0, 2.11

;Uko(ka)' 1-0[’ ( )

specially, for t = 0, ugg = %. From (2.7) for some finite values of the frac-

tional derivative of k € N, the a—fractional derivative terms get

s+ use e + gy + L pogw),  (212)
U + U10— + U0— +U3p—— + ... = —— .
o)t %0 T 0% T T 2a)! 1-a 2%
specially for ¢ = 0, we have:
1
=——D%(t)|¢= 2.13
uto = 37— D%¢(t)le=o, (2.13)
by continuing this process, we get the following relation
1
uro = 7D (D=0, k>0, (2.14)

To sum up, we conclude the following theorem:

Theorem 2.1. Suppose a,a are real known constants and o € (0,1). Also
©(t) is a infinite differentiable function and satisfies in the following condition:

3 0<MEeR; |[D*o(t)imo| <M, k=0 (2.15)
Then the problem (2.1)-(2.2) has a unique solution in the form of (2.3).

Remark 2.2. According to M-test Weierstrass, convergence of series solution

u(z,y) = Z ZED( e ‘P(t)|t:o(

= ma)! (na)!’

mao no

(2.16)

is guaranteed, because its majorant series is converge for all fixed values of
x >0 and y > 0, that is

M o0 rme 0 e
< 2.17

is converge. Because of factorial terms (ma)! and (na)! in denominator.

3. BVP ror FPDE IN BOUNDED DOMAIN
We study the following BVP for FPDE in a bounded domain as follows:
D;/gu(x,y) = Dfu(x,y), z € (0,1),y € (0,1), (3.1)
with non-local boundary condition:
aou(0,t) + aru(l,t) + Bo(t,0) + Biu(t, 1) = o(t); t € [0,1], (3.2)

a; and B;,1 = 0,1 are known real constants and ¢(¢) is known real valued
continuous function. According to modified Mittag-Leffler function in section
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1, we search the solution of the equation (3.1) in the form of the following
series:

g 1+(m— 1)v3 y—1+m/§
Z Z tnn : (3.3)
== —1 4 (m —1)V3]! (=1 +nV2)!
Note that the function
1—n 2771 oo k—n
h%(x)=%+( Zi’; (—1)! =00,  (3.4)
is invariant to the fractional order o = 5 step derivative. Therefore we have
—14+(m— 1)\/3 —14+nv2
D ule) =33 u tn ? (3.5)
== —14 (m—1)V3]! (=1 4+ n/2)!
o 0 x—l—i—m\/g y—1+n\/§
=2 D tmtom , (3.6)
ot [—1+mV3]! (=1 + nv2)!
and
71+m\[ y71+n\/§
uTTL n . 3.7
ZZ T T

By replacing these amounts in the equatlon(S.l), we get the following recurrence
relation

U(m+1)n = Um(n+1) MM, N = 1,2,.. (38)

or we have
Umn = Uman—1, M,n =12 ... (3.9)
By imposing the boundary condition (3.2) in a simple case that, ag = Sy = 0.
alu(l, t) + 61u(t, 1) = (p(t), ay, f1 € R, (310)

we obtain the following relation:

1 t—1+(k+1—m)\/§ 11
FooopemyB 1
ﬂlzu’“; I TR - TR Ol (312)
or
> urvi(t) = (t), te[0,1], (3.13)
k=1
where s
B o o 1+ (k+1-m)v2
ve(t) = 21{71 V3 L+ (k41— m)V2 (3:14)
— ’m\[
b1 L k=1,2,... (3.15)

+[—1+(k+1—m)\/§] —1—&—m\/§}7
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Suppose the function wy(t) is biorthogonal to vy (t), that is:
5 1, k=s N
W) = Gpe = s=1,2,.., 3.16
(vk, ws) = O 0 kgs ©F (3.16)

then from (3.5) and (3.6) we will have
Zukl(vk,ws) = (p,ws), s=1,2,.. (3.17)
k=1

and also ug; = (p,ws),s = 1,2,... . Finaly by using (3.7), we get the following
series for the solution of problem (3.1)-(3.2):

x—l—&—m\/g —1+(k+1—m)\/§

u(@,y) =D (e, ws) Y (3.18)

k
pt ;(—1+m\/§)![—1+(1€+1—m)\/§]!'
To sum up we conclude the following theorem:

Theorem 3.1. If oy, B are real constants, and p(t) is a continuous real valued
function, and the functions ws(t) are biorthogonal to v(t) in the form of (3.6),
then the BVP (8.1)-(5.4) has a unique solution in form of (3.8).

4. ANALOGY OF FRACTIONAL CAUCHY-RIEMANN EQUATION

In this section, we consider a FPDE which it is the fractional analogy of the
Cauchy-Riemann equation. In fact, this equation is derived from decomposition
of Laplace equation

0? 0? 0 .0 0 .0

and
0 .0 1o 1—i 1 31— 1
(3ag T iggy) (@ = Dz + —7=Di)(D; D? )u(z). (4.2)

V2 V2
Therefore we consider a BVP consists of the analogy of fractional Cauchy-
Riemann equation

1 1
Diu(z) +aDfu(x) =0, 0<z; <1,j=1,2, (4.3)

with boundary condition
u(t,0) + au(0,t) + Bu(t, 1) + yu(l,t) = (t), 0<t<1, (4.4)

where a, 3,7, are complex constants and ¢(t) € C[0, 1]. We search the solution
of equation (4.1) in the following form

m

u(z) = u(zy, z2) = Z Zumn TP Ty T (4.5)

() ()

w3

m=0n=0
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We suppose (_71)' = 0o0. Then by derivating of proposed solution (4.3) and
considering some relations in pervious sections we will have the recurrence
relation

U (n41) + AQU(miyn =0, m=>0,n >0, (4.6)
or

U (nt1) = (—@) " U(ms1yn, m = 0,m > 0. (4.7)
By substituting in boundary condition (4.2) we get:

o0 m o0 m o0

Zumo L +azu0n t2 +Z L2 Zumn ﬁl (48)
2
=1 — 1
- o —— = . 4.
2 2ty = #0) (49)

Suppose the function ¢(t), has a series expansion as follows:

o) =3 ppin (4.10)
k=0 (5)!
then we have:
[1+ a(=a)™]umo (4.11)
+ Z "+ ’Y( ) }u(m-l-n)o =¢m, m=0, (412)

If the coefﬁment of Umo is unvanish, then we can determine the arbitrary coef-
ficients of uyo of series solution (4.3). Finally we will have the following final
theorem.

Theorem 4.1. If «,8,v are complex constsnts and ¢(t) is complex valued
function, and the expansion (4.5) and the condition

1+a(=a)"+B+7v(—a)™#0, m >0, (4.13)
are valid, then the BVP (4.1)-(4.2) has a unique solution in form of (4.3)

Remark 4.2. In the special case of boundary condition (4.2), 5 = = 0 then
under condition

1+ a(—a)™ #0, (4.14)
we get the following results:
Pk
=——: k>0, 4.15
Uro 1+ Oé(-CL)k ) ( )

and the normal solution for the problem (4.1)-(4.2) is

xl 2% n Pm+n
— . 4.16
Z Z E a) 1+ a(fa)ern ( )



https://ijmsi.com/article-1-1040-en.html

[ Downloaded from ijmsi.com on 2025-10-16 ]

76 R. Hosseini , M. Jahanshahi, A.A. Pashavand, N. Aliev

Therefore this formal solution is converge when the following conditions are
satisfied:

la| <1, |pnl < M, & >0. (4.17)

5. CONCLUSION

In this paper, some BVP involving FPDE were presented. By means of mod-
ified Mittag-Lefller functions we presented their solutions in the form of series.
Then by using the theory of ordinary differential equations and the concept of
fractional step, we extended the solving process to the general and advanced
cases. Finally, regarding the general terms of series solutions (1.4), (2.3), (3.8)
and (4.3) which include factorial terms, the convergency of sereis solution is
guaranteed. Conditions of existence and uniquencees of solution for problem
(2.1)-(2.2) and problem (3.1)-(3.2) the as three theorem were expressed.
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