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1. INTRODUCTION

Let E be a Banach space with dual E*. The pairing between E and E* is
denoted by (., .) and norm both in E and E* is designed by ||.||. We denote by R,
R and N the set of all real numbers, the set of all nonnegative real numbers and
the set of all positive integers, respectively. The normalized duality mapping
J: E = E* is defined by

J() = {a" € E"|(z,2") = |[«|* = |2"|*}.

If E is a Hilbert space, then the duality mapping is identity. We denote the
strong convergence and the weak convergence of a sequence {x,} to = in E by
z, — x and x, — x, respectively. The duality mapping J is said to be weakly
sequentially continuous if {Jz,} converges to Jx in the weak™ topology of E*
whenever {z,} is a sequence of E such that x, — x. A Banach space F is
strictly convex if and only if  # y and ||z|| = |ly]| = 1 together imply that
lz + y|]| < 2. A Banach space E is uniformly convex if for any £ > 0 there
exists some ¢ > 0 so that for any two vectors with ||z|| = 1 and ||y|| = 1, the

condition ||z — y|| > e implies that |[£f¥|| < 1— 6. Also a Banach space E is

pe(t) _
t

uniformly smooth if lim;_,q 0, where,

lz+yll+llz—yll .
5 :

pe(t) = sup{ 2]l =1, llyll = ¢,

is modulus of smoothness of E. Let ¢ > 1. A Banach space F is said to be
g-uniformly smooth if there exists a fixed constant ¢ > 0 such that pp(t) < ct?.
Here, some notes in [7, 18] is recalled:

(1) If E is an arbitrary Banach space, then J is monotone and bounded.

(2) If E is smooth, then J is single-valued and semi-continuous.

(3) If E is uniformly smooth, then J is uniformly norm-to-norm continuous on
each bounded subset of E and F is smooth and reflexive.

(4) If E is strictly convex, then J is one-to-one and strictly monotone.

(5) If E is reflexive, then J is surjective.

(6) If E is reflexive, smooth and strictly convex, then .J is single valued, one-
to-one and onto.

(7) If E is uniformly convex, then it is reflexive.

(8) If E' is uniformly smooth, then F is smooth and reflexive.

(9) E is uniformly smooth if and only if E* is uniformly convex.

A set-valued operator T : £ = E* is

e monotone if

(x—y,2” —y") 20V (z,27), (y,y") € G(T),
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e strictly monotone if
(x —y, 2" —y*)y =0 (x,2"), (y,y") € GT) = xz=y.

Also a single-valued operator T' : E — E* is a-inverse-strongly monotone if
there exists a constant a > 0 such that

(Tx —Ty,x —y) > o|Tx — Ty||2, vV (x,Tx), (y,Ty) € G(T),

where G(T) := {(z,y) € E x E*; y € Tz}. The domain of T is D(T) :=
{z € E; Tz # 0}, range of T is denoted by R(T) := T(E) and F(T) := {z €
E;Txz = x} is the set of fixed points of T'. A point p in closed and convex subset
C of E is called an asymptotic fixed point of T' [14] if C' contains a sequence
{zn} which converges weakly to p such that lim, o ||2n — Tzn|| = 0. The set
of asymptotic fixed points of T is denoted by F(T). A monotone operator T
is called maximal monotone, if its graph has no monotone extension graph in
the sense of inclusion. Minty surjectivity theorem indicates R(T' + J) = E* for
maximal monotone operator T in reflexive Banach space E. Resolvent operator
of T on Banach space E denotes by J,~ = (J 4 rT)~'J for all 7 > 0. For any
@ Notice that
T,(z) € T(J,T(z)) for any = € E. The graph of maximal monotone operator
T : E = E* is demiclosed, i.e., if {z} C E converges weakly to xq, {ur € Ty}
converges strongly to ug, then ug € Tzg.

r > 0, the Yosida approximation of T is defined by T,. =

Assume FE is smooth and consider the functional ¢ : E x E — R defined
by

$(a,y) = || =2 <z, Jy > +ly|* for z, y € E,

the above function was studied in [1, 9, 14]. Tt is comprehensible from the
definition of ¢ that

Iyl = ll2l)? < ¢(y. ) < (lyll + ll=])?, vz, y € B. (L.1)

Let C be a nonempty, closed and convex subset of E. A mapping T : C — C
is called:

(D;) quasi-¢-nonexpansive [13, 23] if F(T') # () and
o(p, Sx) < ¢(p,x), Vo € C p e F(T);

(D5) relatively nonexpansive [2, 4] if F(T) = F(T) and
o(p,Tx) < ¢(p,x), Va € C, pe F(T).

The mapping s : E — C that assigns to an arbitrary point z € FE the


http://dx.doi.org/10.7508/ijmsi.2017.2.005
http://ijmsi.com/article-1-666-en.html

[ Downloaded from ijmsi.com on 2025-10-31]

[ DOI: 10.7508/ijmsi.2017.2.005 ]

76 M. Alimohammady, M. Ramazannejad, Z. Bagheri, R. J. Shahkoohi

minimum point of the functional ¢(x,y), i.e.,

¢(f7 I) = innyC(rb(ya I’),

is called generalized projection.

From the properties of the functional ¢(y,x) and the strict monotonicity of
the mapping J we conclude the existence and uniqueness of the operator Ilo
[18, 7, 9]. If E be a Hilbert space, then II¢ reduce into metric projection.

Let f; : C x C — R be a bifunction, ¢; : C — R be a real valued func-
tion and A; : C — E* be a nonlinear mapping for i = 1,2,...,m. The system
of generalized mixed equilibrium problems is as follows:

find € C such that for all y € C,

fi(z,y) + (y — 2, Arz) + ¢1(y) — ¢1(x) > 0,

f2(z,y) + (y — z, Aox) + $2(y) — d2(x) > 0,
. (1.2)

fn (@, y) +(y — 2, Apz) + dm(y) — dm(x) > 0.
We denote by Q(f;, Ai, ¢;) the solutions set of (1.2).
If fi=f, A = Aand ¢; = ¢ for all i = 1,2,...;m the problem (1.2) reduce
into generalized mixed equilibrium problem, i.e., finding = € C' such that

flx,y) +(y —x,Ax) + ¢(y) — ¢(x) > 0, Yy € C. (1.3)

The solutions set of the problem (1.3) is denoted by Q. If f =0 and ¢ = 0 the
problem (1.3) reduce into variational inequality problem, denoted by VI(C, A),
i.e., finding € C' such that

(y —z,Az) >0, Vy € C.

If A; =0 for all i« = 1,2,...,m the problem (1.2) reduce into the system of
mixed equilibrium problem for f, i.e., finding € C' such that

f1(z,y) + d1(y) — ¢1(x) >0,
fa(z,y) + ¢2(y) — ¢2(x) >0,

f’rn(xyy) + djm(y) - ¢m(x) Z 0.

If fi =0foralli =1,2,...,m the problem (1.2) reduce into the system of mixed
variational inequality of Browder type, i.e., finding x € C such that

(y — 2, A1) + ¢1(y) — ¢ (z) > 0,
(y — o, Aox) + ¢2(y) — ¢p2(x) > 0,

(y =z, Amz) + %(y) — ¢m(z) > 0.
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If $; = 0 for all ¢« = 1,2,...,m the problem (1.2) reduce into the system of
generalized equilibrium problems denoted by GEP(f;, 4;), i.e., finding « € C
such that

fl(xay) + <y7:177A1‘T> Z 07
fZ(mvy) + <y - va2x> Z 07

o) + (g — 3, Ap) > 0.

If A; =0 and ¢; =0 for all i = 1,2,...,m the problem (1.2) reduce into the
system of equilibrium problem for f;, i.e.,

fl(z7y) 2 Oa
fQ(xvy) 2 07

Jm(z,y) > 0.

One of the main problems in the theory of monotone operators is
find x € E such that 0 € Tz,

where T : E = E* is a maximal monotone operator.

For this problem, first Martinet [11] presented proximal point algorithm and
then Rockafellar [15] generalized it in a framework of maximal monotone op-
erators in a Hilbert space.

In 2012 Wattanawitoon and Kumam [19] considered the the following itera-
tive method for a maximal monotone operator T on a 2-uniformly convex and
uniformly smooth Banach space E: 1 = x € C and

Uy = K; 2,
2n = o HJT — A\ A)uy,
Yo =J (B zn + (1 = By)J STy, 20),
Tpi1 = o HoanJz + (1 — an)Jym),
for all n € N, where Il is the generalized projection from E onto C, S is a
relatively nonexpansive mapping from C into itself, B : C' — E* is a continuous

and monotone operators, ¢ : C — R is convex and lower semicontinuous,
f:C x C — Ris a bifunction and

1
Kr(x) = {’LL eC: f(xa y)+<Bu,y—u}—f—d)(y)—qﬁ(u)—i—;(y—u, J'LL—J(E> > Ovv?J € C}
for all z € E. They proved the sequence {x,} converges strongly to gz,
where F = F(K,)NVI(C,A)NT~10N F(S).
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In 2013 Saewan and et al. [16] introduced the following algorithm: x; € C and

_ 1B Bi—1 B
zan/\moJ o..oJy' x

Al—1,m 1,m T
_ 1 ®m D1 P,
Uy = Krm,n o Krm,l,n o..0 Krl’nzn,

Cni1={2€Ch:0(z,un) < P(z,2,)},
Tny1 = e, 71, V0 2> 1,

where f; : C x C — R for any ¢ = 1,2,3,...,m is a bifunction, {A;} is a finite
family of continuous and monotone mappings from C to E*, B; C ' x E* for
all j € {1,2,...,1} is maximal monotone operator and

KPi(z) ={2€C: ®i(z,y) + %(y—z,Jz —Jz)>0,Vye C} Vel
where ®;(z,y) = fi(z,y) + (y — 2, A;z). They showed the sequence {z,} con-
verges strongly to a point p € F = (-, GEP(f;, A;) N (ﬂé.:l Bj_10), where
p=Ipx;.

Also Cai and Bu [3] in 2013 investigated the sequence {z,,} generated from the
following scheme: u; € C and

1
xn € C such that f(xnvy) + <anay - l‘n> + 7<y — Tp,y JTn, Jun> >0, Vy e C,

n

2n = HoJ Y (Jx, — M Azy,), (1.4)
Un1 = (020 + Bnd Tozn + 1 Snzn), Yn > 1,

where f: C' x C — R is a bifunction, B : C' — E* is a S-inverse strongly mono-
tone operator, A : C — E* is an a-inverse strongly monotone operator, {T,,}
and {S,} are two sequences of relatively nonexpansive mappings from C into
C. They proved {x,} converges weakly to z € F = (2, F(T;) N2, F(Si) N
GEP(f,A)NVI(C,A), where z = lim,_,cc Hpzy,.

There is the fact that projection method and its different kinds including
the Wiener-Hopf equations can not be expanded and improved to solve mixed
equilibrium-variational inequalities due to the nature of the problem. This
truth motivated us to study the auxiliary flexible methods. With this moti-
vation, we present two iteration methods which converges weakly to common
point of the solutions set of the system of generalized mixed equilibrium prob-
lems, solutions set of the variational inequality for an inverse-strongly mono-
tone operator, common fixed points set of two infinite sequences of relatively
nonexpansive mappings and common zero points set of two finite sequences of
maximal monotone operators.

2. PRELIMINARIES

Following lemmas and notations are necessary for proof of our main results.
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Lemma 2.1. [17] If {an} and {b,} are two real nonnegative sequences satis-
fying
An 41 < ayp +bn vn Z ]-7

o0
E Ay < 00,
n=1

then {an} is convergent.

Lemma 2.2. [20] If E be a 2-uniformly conver Banach space, then for all
z,y € E we have

2
lz =yl < ZlIJz = Jyl,

where J is the normalized duality mapping of E and % (0 < ¢ < 1) is the
2-uniformly convex constant of E.

Lemma 2.3. [6] Let E be a uniformly convex Banach space and B,.(0) = {x €
E : ||z|| < r} be a closed ball of E. Then there exists a continuous strictly
increasing convex function g : [0,00) — [0,00) such that g(0) =0 and

1Az + py + 2l < Al2|® + ullyll? +yll2l? = Mevg(llz = yl),
for all z,y,z € B-(0) and \, p,y € [0,1] with A+ p+~v=1.

We see important consequences that are proved by Kamimura and Taka-
hashi.

Lemma 2.4. [9] Let E be a smooth and uniformly convexr Banach space. Let
{zn} and {yn} be sequences in E such that either {x,} or {yn} is bounded. If
lim,, 00 (p(l‘n, yn) =0, then lim,, ||5Z7n - yn” =0.

Lemma 2.5. [9] Let E be a smooth and uniformly convex Banach space and let
r > 0. Then there exists a strictly increasing, continuous and convex function

g :[0,2r] = R such that g(0) = 0 and g(||z —y||) < ¢(z,y) for all z,y € B,-(0),
where B, (0) ={z € E : |z < r}.

Lemma 2.6. [9] Let E be a strictly convez, smooth and reflexive Banach space
and T : E = E* be a maximal monotone operator. If T~1(0) # 0, then for any
r >0,

(u, J x) + ¢(J; 2,2) < d(u, ),
where u € T71(0) and z € E.

We now record famous consequences of Alber:

Lemma 2.7. [1] Let E be a smooth Banach space, let C' be a nonempty closed
convex subset of E, and let x € E and xo € C. Then x¢ = oz if and only if
(y — xo, Jx — Jap) <0 for ally € C.
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Lemma 2.8. [1] Let E be a reflexive, strictly convex and smooth Banach space,
let C' be a nonempty closed convex subset of E and let x € E. Then

o(y,ex) + o(Ilex, x) < ¢y, x), Yy € C.

Also another concept used in this paper which was studied by Alber [1] is
mapping V : E x E* - R:

V(z,2") = |la|® = 2(z,27) + [|l2*||%,

for all z € E and z* € E*. It is easy to see that V(z,z*) = ¢(z, J~(z*))
for each z € F and x* € E*. Further, it is noteworthy that V is continuous
and convex respect to second component. More mention on functional V' is in
order.

Lemma 2.9. [10] Let E be a strictly convex, smooth and reflexive Banach
space. Then

Vi, z*) +2(J 7 @") —a,y*) < V(z,2* +y"),
forallx € E and x*,y* € E*.

To solve the equilibrium problem for a bifunction f : C x C' — R, suppose
that f satisfies the following conditions:
(C1) f(xz,x) =0 for all z € C;
(C2) f is monotone, i.e., f(z,y) + f(y,z) <0 for all z,y € C;
(C3) for each z,y,z € C,

ltiﬁ;lf(tz + (1 -t)z,y) < flz,y);

(C4) for each z € C, y — f(x,y) is convex and lower semicontinuous.

The following results for solving the different types of equilibrium problems
are noteworthy and important.

Lemma 2.10. [15] Let C' be a nonempty closed convex subset of a Banach
space E and let A be a monotone operator from C to E* such that D(A) = C
and t = A(tx + (1 — t)y) for all x,y € C, is continuous with respect to the
weak* topology of E*. Let B C E X E* be an operator defined as follows:

B Av + Ne(v), v eC,
B“‘{w, v £C,

where No(v) := {a* € E* : (v,y — xz) > 0, Yy € C} is the normal cone for C
at a point v € C. Then B is mazimal monotone and B~1(0) = VI(C, A).

Lemma 2.11. [21]Let C be a closed convex subset of a smooth, strictly convex
and reflexive Banach space E. Let A : C'— E* be a continuous and monotone
mapping, ¢ : C — R is convexr and lower semi-continuous and f be a bifunction
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from C x C to R satisfying (C1)-(C4). Forr >0 and x € E, then there ezists
u € C such that

1
Fluy) + (Auyy —u) + 6(y) — o(u) + —{y —u, Ju—Ja) 20, vy € C.
Define a mapping K© : C — C as follows:
1
KO (x)={uecC:0(uy)+ ;(y—u,Ju—J:z:} >0, Vye C} Ve e O, (2.1)

where O(u,y) = f(u,y)+ < Au,y —u > +d(y) — ¢(u) for all u,y € C. Then
the followings hold:

(a) K? is single-valued;

(b) K? is firmly nonexpansive, i.e., for all v,y € E,

(K w = K2y, JK o — JKDy) < (KPw — K2y, Jo — Jy);

(c) F(KP) =9y
(d) Q is closed and convex;
() o(p, KP2) + §(KP2,2) < 6(p, 2), ¥p € F(KP), z € E.

Hereinafter, we define K9i(z) : C' — C by

1
K?(x) ={ueC:0;uy)+—(y—u,Ju—Jz) >0, Vy € C} Vz € C,

where ©;(u,y) = fi(u,y) + (Aiu,y — u) + ¢i(y) — di(u).

Remark 2.12. [21] Tt follows from Lemma 2.11 that the mapping K : C — C
defined by (2.1) is a relatively nonexpansive mapping. Thus, it is quasi-¢-
nonexpansive.

During the last three decades, many researchers have been achieved the
number of results on common fixed point of different types of mappings, see
[5, 8, 12, 13]. A few consequences follow.

Lemma 2.13. [12] Let E be a strictly convex Banach space whose norm is
Frechét differentiable, let C be a nonempty closed convex subsets of E, and let
{T,} be a countable family of relatively nonexpansive mappings from C into E
such that Tx = lim, oo Tpx for all x € C. Then F(T) is closed and convez.

Lemma 2.14. [12] Let C be a nonempty subset of a Banach space E and let
{T} be a sequence of mappings from C into E. Suppose that for any bounded
subset B of C there exists a continuous increasing function hg from R™ into R
such that hp(0) = 0 and limy, ;0 pf = 0, where pf := sup{hp(|Tz — Tiz|) :
z € B} < oo for all k,1 € N. Then

limsup{hp(||Tz — T,z|): z € B} =0.
n—oo
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Lemma 2.15. [12] If > 7 sup{hp(||[Tht12 — Thz||) : 2 € B} < 00 and hp :
RT — R™ is a continuous, increasing function such that hg(0) = 0, then
limsup{hp(||Tkz — Tiz||) : z € B} = 0.
n—oo
Lemma 2.16. [13] Let E be a strictly conver and smooth Banach space, C' be
a nonempty closed conver subset of E and T : C — C be a relatively quasi-
nonexpansive mapping. Then F(T) is a closed convex subset of C.

Lemma 2.17. [22] Let C be a nonempty closed and convex subset of a real uni-
formly convex Banach space E. LetT; : C — E, j =1,2,... be closed relatively
quasi-nonexpansive mappings such that ﬂ;i1 F(T;) # 0. Then the mapping
T = Jfl(zj?io & JT;) « C — E is closed relatively quasi-nonexpansive and
F(T) = (;2, F(Ty), where 33720 &§ =1 and Ty = 1.

3. MAIN RESULTS
In this section we will present present our main results.

Theorem 3.1. Let E be a 2-uniformly convex and smooth Banach space, let
C be a nonempty closed convex subset of E. For any i = 1,2,3,....m, let f;
be a bifunction from C x C to R satisfying (C1) — (C4) and let {A;} be a
finite family of continuous and monotone mappings from C to E* and {¢;}
be a finite family of proper lower semicontinuous and convezr functions from
C toR. Let A: C — E* be an a-inverse strongly monotone operator. Let
T;, Sk C E x E* be mazimal monotone operators satisfying D(T;), D(Sy) C C
and J,Z;{n = (J+ pjnTj)" T for all pjn, > 0 and j = 1,2,...,1, also Jikn =
(J + Py Sk) T for all ply,, > 0 and k = 1,2,..,I'. Let {T}} and {S}} be
two sequences of relatively nonexpansive mappings from C into itself such that
Fo= (V2 F(T) N2, F(S) NNy T 00 Ny ST0 NV Qfi, Aiéi) N
VI(C,A) # 0 and |Az|| < ||Az — Av]| for allz € C and v € F.

Assume that for any bounded subset B of C' there exists an increasing, contin-
uous and convex function hp from R into Ry such that hp(0) =0 and

limsup{hg(|T},z — T/z||) : z € B)} = 0,limsup{hp(||S;,z — S;z||) : z € B)} = 0.(3.1)
k e l—00

=00

Let T",S" : C — E such that T'z = lim, o Thx, S’z = lim,_,o Shx for
all = € C and suppose that F(T') = (22, F(T}) = N2, F(T}) = F(T") and
F(8') = (24 F(S) = N2, F(8) = F(S).

Assume that u € E is given, {an}, {tin}s {Bn}, { W}, {mn} C [0,1] and {r,} is
a sequence in (0,00) such that

oo+ Bntvm =1, B Yoo Pny < 00, Bt Yooy B <
o0,

. lminf, oo Pupin (1 — p,) >0, v. Uminf,, o0 tnyn (1 — pn) >0,

vi. liminf,, o0 pjn >0 for each j € {1,2,...,1},
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vii. iminf,, e pj,, >0 for each j € {1,2,...,1'},

vigg. {r;n} C [a,00) for some a >0 and for any i € {1,2,...,m},

iz. {\n} C[d,e] for somed,e with0 <d<e< CZT“, where % is the 2-uniformly
convezity constant of E,

z. the sequence {e,} C E is bounded.

For arbitrary u € E generate a sequence {x,,} by following method
Ty, = K?ﬂ';’jn o K?,;;'L_Zl,n o ...Kgfnun7

Upg1 = JpTsz oJli-1 o g T (cn Ju + Buden,

Pl—1:1 P1,M
S/ S/_
A S0 0, e anzn + T 2) + (1 = pin) J ).

If J is weakly sequentially continuous, then the sequence {x,} converges weakly
to a point x* € F.

Proof. The proof will be accomplished in 10 steps.
Step 1. First, we will prove {z,} is bounded. From Lemmas 2.8 and 2.9 and
foru* € F,

d(u*, zn) = d(u*, Mo Tz, — A\Azy))

d(u*, T (Jxn — \pAzy))
=V(u*, Jr, — \pAz,)

<V(u*, o, — AMAx, + AAxy,) — 20T H(Jxn — MAzy,) — u®, A\, Axy,)
=V(u*, Jan) — 2(J H(Jxp — MAzy,) — u*, Ay Azy,) (3.2)

= o(u*, Tn) — 2\ (Ty — u*, Azy) 4+ 2(T (T2 — Ny Azy) — Ty — A Azy,).

IN

Since u € VI(C, A) and A is a-strongly monotone,
=20 — U™, Axy) = —2X(x, —u”, Az, — AuT) — 20, (2, — u”, Au”)
< =20\, || Az, — Au*|?. (3.3)
By Lemma 2.2 and condition ||Ay|| < ||Ay — Au*|| for all y € C and u* € F,
2T H(Jxp — MpAzy) — T, —ApAzy) = 2(T H(Jxp — N\ Azy,)
— I N an, A Az, < 2|7 (T, — MAxy,) — T x| | A Az, ||

A

4
< c—2||JJ*1(Jzn — MAxy) — JT Wz, ||| A Az |
4
= Az P
4 2 * (12
< C—QAnHA:vn — Au*||®. (3.4)
By (3.2), (3.3) and (3.4) and assumption (ix),

o(u*, zn) < d(u*, x,) + 2)\,1(% —a)|| Az, — Au*||2 < o(u*,zp). (3.5)
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For u* € F, by (3.5), condition (x), Lemmas 2.11 and 2.1 and relatively non-
expansivity of mappings 7). and S/, for any n € N,

O
(b(u*?x’ﬂJrl) = (b(u*? Kr@,::’n+1 o Krm,lthrl °© "'K'rglfnJrluThLl) < QS(U*, un+1)

=, Jh o Jhi-i o Jgh T pn (e Ju + BnJe,

7 pn PlL—1,1 P1,n

Fd S, oI

’ ’
Pyrm Pyr_M

< $(u, I (@ Ju+ Buden + 1 d SLI5Y 0 IS

’ /
n pl/7n pl/717n

o ...Jf/ll)nzn + 0T zn) + (1 — py)J )

o "‘J;il,nzn
+ Ty zn) + (1 = pn) Jn))

= V(" pin(andu + Buden +1nJSLTN o g0

S1
o..Jt z
n PZ,,"’I p;’—l’n P/lvn n

+ T 20) + (1 — pn)Jz0)

< pn (U, 0) + pnfud(, en) + (ST 0
+ i@, Ty zn) + (1 — pn)d(u”, 2,)

< 0§ (U 1) + i B (0 €0) + pnn(u*, T3 0 T

Py PL_yom
+ i d(u”, 2) + (1 = pin)p(u”, z5)
< pnond(u® u) + B (u”, en) + (Bnyn + pnnn)o(u”, 2n) + (1 — pn)d(u”, zn)
< pnan (U u) + pn Bl + (1 = pn(1 = vn — mn))d(u”, 2)
< pn0n@(u”,u) + pin B L+ G(u”, 0), (3.6)

51/71

S1
o..J%} =z
Pri_yom p1m n)

S
o ""]p’l,n’Z”)

where ¢(u*, e,) < L. From (ii), (iii) and Lemma 2.1, we obtain that lim,, . ¢(u*, z,)
exists. Without any loss of generality we assume that lim, . ¢(u*,x,) = p.
Then (1.1) will let us conclude that {z,} is bounded and there exist a subse-
quence {x,, } and z* € E such that z,, — z* as ny — oo. By (3.5), we have

{zn} is also bounded.

Step 2. We prove that ||z, — z,|| = 0 as n — 00, S0, z,, — z* as n; — oo.
Using (3.5) and (3.6),

¢(U*, anrl) é ﬂnan¢(u*v u) + ;UfnﬁnL + (1 - /~Ln)¢(U*a xn)
+ (B Yo + b)) S(u”, 2n)

< ﬂnan¢(U*v U) + pin L + (1 - Nn)¢(U*v xn)

N 2\, N
+ (HnYn + o) [P(u", 2n) + QAn(CT — a)||Az, — Au ”2}

2>\7L *
< Hnnd (", 1) + pin B L+ $(w”, w0) + 20 (=57 — )| Azn — Aw|.

This gives us

2>\n * * * *
2/\71(0‘ - CT)HA‘TR — Au ”2 < :unan(b(u 7u) + ManL + ¢(u 73371) - (b(u ,.’L‘n+1).
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By (ii), (iii), (ix) and since {¢(u*,z,)} is convergent, we have

| Az, — Au*|| = 0.

lim
n—oo

Applying Lemmas 2.2, 2.8 and 2.9 and condition ||Az| < ||[Az — Av]|| for all
x € CandveF, we get

(T, 20) = O(20, Mo T (T2 — N\ Azy,))
< dlxp, J N (Jzn — AAzy,))
<V(zp, Jxn — ApAxy,)
SV (Tn, JTy — M ATy + M Axy) — 2(T (T2 — My Ay) — Ty My Aeyy)
= ¢(xn, 2n) + 2(J H(Jxp — MAxy) — 20, —ApAxy,)
=2(J Y (Jxy — MAxy) — T Jxn, — Ay Azy,)
< 2T Y Jzp — MAzy) — T x| A Az |
< ST T = M) = 1T || An A |
< SR Az, P
< XAz, — Au|?

— 0 asn — .

From Lemma 2.4, we see that

nhﬁngo |xn — 2zn] = 0. (3.7
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Step 3. We show that ||T} 2, — z,]| — 0 as n — oco. Since
P(u”s Tnt1) < G(u”s tnta)

< o(u*, T Hun (anJu + BpJen + 70 JSLT ST N Zn

nepm T Yy, n P
+ 00 I Ty 2n) + (1= pin) J2,])
= |Ju*|1* = 2noun (u*, Ju) — 20 B (u*, Je,)
_ 2Mn7n<u JS.J Su Spr_q ° J51n2n>
19

/
n pmn Py oM

= 2ppnn(u”, I T 20) — 2(1 — pp)(u”, Jn)
+ [lpn (@ + Buden +ynd Sy I3 o T e A I Tz

n*pl,n pllfl,n pim
+ (1 - ﬂn)an”z = Nnpin (1 — /‘n)gl(”JTr/LZn = Jxn||)
* * / 3/7
< fn0n@(u”, u) + i Bnd (U, en) + tnYnd(u”, Sy f’ no )

’
Pyr_m

+ Hnﬁnd’(“*vTv/LZn) + (1= pn)p(u™, 20,) — N (1 — ﬂn)gl(”JTw/LZn — Jz,||)

< HnOn@(u”,u) + pn Brd(u”, en) + (nYn + pnlln)$(u”, 25)
+ (1 = pn)o(u”, 20) = Mpin (1 = pn) g1 (| T Ty 20 — T |)
< pn@nd(u” u) + Bl + (1= pp(1 = v = 10))G(u”, @)
— Mtin (1 = pn) g1 (1T 20 — T )
< tn@nd(u*u) + pn B L+ d(u*, 20) — N tin (1 — p) g1 (| T T3 20 —

It is easy to see,

N (1 — ,un)gl(HJTr/LG - JmnH) < pn0nd(u®, u) + pnBn L + ¢(U*7mn) - ¢(U*7$n+1)~

By (i), (ii4) and (iv), it is obtained that lim, oo g1(||JT 20 — Jzy||) = 0
From the property of ¢;

lim ||JT) 2, — Jx,| =0, (3.8)
n—oo
and since J~! is uniformly norm to norm continuous on bounded sets, we get
i [Tz — ] = 0.
From this, by (3.7) and
1 Tzn = znll < [ Thzn = @nll + 20 = 2,

it is obtained that

. r _
nh_}rréo T 2z — znll = 0. (3.9
Step 4. We demonstrate that z* € ﬂ;lzl S710. Set AJ = Jp Jj/’lln o
3" j=1
...J,f,lln. By Lemma 2.6 and for j € {1,2,...,0'}
u*, AT z,) < du*, AT 2) — G(AT 2, AT 2), (3.10)

S1
o "'Jp'l,nzn)
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and

From (3.6) and (3.10) for all j € {1,2,...,1I'},

O, @ns1) < fnon b, 0) + b’ n) + pand(u’ Iy 0 Ty
+ i d(u*, 20) + (1 = pn)p(u”, z5)
= fin 0 S(u™ 1) + fin B (U, ) + fin (U™, A z,,)
+ b (u*, 20) + (1 = pn)p(u”, z5)
< 0O 0) + o B (U en) + iy (D(u, AT 20) — S(AF 20, AT 2,))
+ M (u*, 2) + (1 = pn)(u”, z0),

S1
o ...Jp,lmzn)

which implies,

P SO 20, AT 20) < pnand (', 0) + i B (W, €0) + pnynd(u®, A 2,)
+ U@, 2n) + (1 = pn)d(u”, 2n) — d(u*, 2q1)
< ,unan(b(U*v u) + ﬂn5n¢(U*v en) + Nn7n¢(U*a A;f_22n)

+ (", 2) + (1 — pn)d(u”, 0) — @(u”, Tny1)

<.

< pinond(u™, w) + pn Bn L+ (1 — pin + pnYn + pntn) P(u™, x5))
- QS(U*v anrl)

< M7Lan¢(u*a u) + /J'nﬁnL + ¢(U*7 xn)) - ¢(u*a $7L+1)~
Conditions (ii), (iii) and (v) and convergence of {¢(u*,x,)} follow that

lim G(A7z,, AT 2,) =0.

n—r oo

From this and Lemma 2.4, it is easy to see

lm A7z, — ATz, = 0. (3.12)

n—oo

Also from (3.6) and (3.11) for all j € {1,2,...,I'} and by similar path, we have

lim [|Az, — z,] = 0. (3.13)

n—oQ

This term and (3.7) affirm that

— z* as ny — oo. (3.14)

lim ||Az, — 2, = 0 and A;{kznk
n—oo
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Since J is uniformly norm to norm continuous on bounded subsets of E,
Az, = JZ’HA;{_IZH and by (3.12) and (vi), it is obtained that

|JAG=1z, — JJZi7LA;f‘1zn||

. , Tj—1 — 1
N e 7
Jm
TNV, — TN
KD

7.

For any (v,v*) € G(S5;), (A sznk_,Sp/jM A;{;lzn) € G(S;) foreach j € {1,2,...,I'}

n

and by monotonicity of G(S;)

! . /3
—AJ * Jj—1
<U Ankznkav Sy Ank znk> > 07

p]’ﬂlk
for any j € {1,2,...,I'}. Tending ny — oo at the above inequality, from (3.14),
(3.15) and demiclosedness of G(5;) for all j € {1,2,...,I'}, we get
(v—a",v*) > 0.

Maximality of G(S;) for all j € {1,2,...,1'} indicates that z* € ﬂé‘lzl 5]710.
Step 5. We assert that z* € ﬂé:l Tj_lO. By (3.6)

* * * * Sy Sy
(b(u 7xn+1) < ﬂnan¢(u 7U) + ,Ufnﬁn(b(u 76n) + /Jn'YnQS(u 7S;Jpzl'”n o Jpzl,ill,n
+ U d(u”, Tr/LG) +(1— ,un)(b(U*a xn)
’ S/_
— Ynbin(l — :LLH)QQ(”JS;LJPS/ n© p/l 1n o "'lenZ” — Jx,||)
" i 10

—1°

= fn @, 1) + B (U, ) + pnynd(u®, SLAL 2,)
+ i (u”, Tyzn) + (1 = pn)d(u”, 2
— Yt (L = ) g2 (1T SH AL 20 = ),
SO
Fabtn(L = 1) g2 (1T S A 20 = Tan])) < pn@nd(u”,u) + 1l )
+ @ (W, SLAL 20) + b, T 2)
+ (1= pn)o(u*, zn) — G(u*, 2pi1)
< pnan@(u®,u) + pnfpl — (U, Tpi1)
+ (1= pin + fnyn + fnnn) $(u”, )
< pnan@(u”,u) + pnfn L
+ o(u”,zn) — (u”, Tpi1).
By (4i), (¢i1), (v), convergence of {¢(u*,z,)} and property of g2, we have
lim |JSLAY 2, — Jan| = 0. (3.16)

S1
o ...Jp,lmzn)
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Set for any j € {1,2,...,1}
Al = Jg;?’n o Jpj;fjll’n o ...J;;’}’HJ_I,
ty = Jﬁl[,un(ozn(]u + BnJen + fynJS,’LA;f/zn + 0T zn) + (1 — pn) J 4]

Then u, 1 = Alt,. By Lemma 2.2, nonexpansivity of resolvent operator and
triangular inequality,

1ALt = Alaall < 1750 AL, — T31 AL |

2
< o Sl = 2l < S 1Tt = Jau

+ (1 = pn)Jzn] — JT V||

2 _ 171
< C—QHJ[J Hn(anJu + BpJen + nJSE AL 2, + 0, JT 2,)

2
< FlmenllJu = Jzall + Bl Jen = Ja|

+ Mn'YnHJS;LA;f/Zn — Jz,|| + Nnnn”JTr/zzn — Jz,|].

From (i), (4i7), (3.8), (3.16) and boundedness of {z,} and {e,}, we will find
that

lim Alt, = lim Alz,. (3.17)

n— oo n—oo
By (3.6), conditions (i¢) and (i¢) and convergence of {¢(u*,z,)}, we can find
nhHH;O d(u*, Uupy1) = p. (3.18)
From (3.17) and (3.18) and for all j € {1,2,...,1}
p=lim G(u" unsr) = G, I unpr) = pu’, lim Alt,)

= ¢(u*, lim Alz,) = lim ¢(u*, Al z,)
n—oo n—oQ

< ... < lim QS(U*,Afl:En) <..
n—oo
< lim ¢(u*, Alz,) < lim ¢(u*,z,) = p.
n—oo

n—oo

Hence for all j € {1,2,...,1}
nll)rr;o o(u*, A x,) = p. (3.19)
Applying Lemma 2.6 for all j € {1,2,...,1}
(AL @n, ) < D(u", 20) — d(u”, A 23),
so by (3.19), we get
lim ¢(Ax,,z,) = 0.

n
n—oo

From Lemma 2.4, we derive

. j . _
nl;rrgo||Anxn Zn|| = 0. (3.20)
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It follows that

Al T, — 2" as ng — 00, (3.21)

Nonexpansivity of resolvent operator and (3.20) allows us to conclude that
||A¥z33n - A%—13571” < ||A¥z_1xn - A%_ann

<. <|Alz, —z,] — 0, as n — oo, (3.22)

for all j € {1,2,...,1}. Since J is uniformly norm to norm continuous on
bounded subset of E and (3.22) we achieve to

lim |JA? z,, — JAI L2, || = 0. (3.23)

From condition (vi) and (3.23), we are able to deduce that

1T A2y — TAL ]|

. i1 .
Tim 1T, A el = i -~ 0o @2
For any (w,w*) € G(Tj), (A}, Zny, Ty, Al an,) € G(T;) for each j €

{1,2,...,1} and by monotonicity of G(Tj)

_AJ *
<’U Ank Lnys U ij,nk

i—1
A ay,) >0,

for any j € {1,2,...,1}. When nj; — oo at the above inequality, from (3.21),
(3.24) and demiclosedness of G(T}) for all j € {1,2,...,1}, we get

(w—2z*,w*) > 0.
Maximality of G(T}) for all j € {1,2,...,1} indicate that z* € ﬂ;zl Tfl().

Step 6. We indicate lim,, o0 | S, AL 2, — A 2, || = 0. By (3.16) and since J~*
is uniformly norm to norm continuous on bounded subset of E*, we see

lim [|S)AY 2, — ]| = 0.
n— oo
From this, (3.14) and
IS0 A% 20 = A zall < 18,47 20 = 2all + llzn = A 2]
we derive the desired conclusion.
Step 7. Here, we observe that z* € ;2 F(S}) NNz, F(T}). We know {z,}
is bounded, then there exists a bounded subset B of C such that {z,} C B.

From

1 1 1
o n_Tln <z n_T/n 7T/n_Tln
Sllzn = Tzl < Sllzm = Thzall + 51Tz = T'zall

and since hp is an increasing, continuous and convex function from Ry into
R such that hp(0) = 0, we see that

1 1 1
B (G20 = T'2al) < Shs(lzn — Tozal) + 55 (IThz — T'2l)

1 1
She(lzn = Thzall) + 5 suplhe(|Thz - T2|]) : 2 € B}

IN
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Assumption of (3.1), continuity of hp, Lemma 2.14 and (3.9), imply that
lin_ (5 12n = T'20) = 0
S, i (llen =Tzl = 0.

From this and the properties of hg, we are able to derive that

. o / —
nlgr;o lzn — T 20| = 0. (3.25)
The statement
lim [|A) z, — S'AV 2, || =0, (3.26)
n—oo

follows from the similar path. Since subsequences {A;f; Zn, } of {A z,} and
{zn, } of {zn} converges weakly to z* € C' and from (3.25), (3.26),

F(T') = (F(T}) = [ (1)) = F(T"),
- an(lii
F(8') = (Y F(s) = [ F(s) = F(8),

we conclude that z* € F(T") N F(S") =Ny F(T!) N2y F(S)).
Step 8. We show that z* € (2, Q(fi, A, ¢;). Denote ¥}, = K27 o K0
...Krell)n, for any i € {1,2,..,m}, so z, = ¥"u,. By (3.6), we see for any
i€{1,2,..,m}

O(u”, wn) = S(u", Utun) < . < P(u”, V)

< < P(u KO ) < p(u*,uy)

1,1
< Nnan¢(u*a u) + pn Bl + ¢(U*a zn—l)-
From this, conditions (i4) and (¢4i) and convergence {¢(u*, z,)} to p, we realize

that for any i € {1,2,...,m},

lim ¢(u*, ¥l u,) = p. (3.27)

n—oo

Let 7} = sup,>; {|Y%un|, [[¥%  u,||}. By Lemma 2.5 there exists continuous
straictly increasing and convex function g; with g/(0) = 0 such that ¢(||z —
yll) < é(z,y), Vo,y € B (0) and i € {1,2,...,m}. By Lemma 2.11 and for
u* € F we have

Gl un — O ) < G0 un, O ) < pu”, O3 ) — G(u”, W)

Now (3.27) gives us lim,, s g-(|[¥% u,, — ¥4 1w, ||) = 0. Then from the property
of ¢j, for any i € {1,2,...,m} we have

lim || 9% u, — U tu,|| = 0. (3.28)
n—oo
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Since J is uniformly norm to norm continuous on bounded subset of E and
{rin} Cla,00) for i € {1,2,...,m} we obtain

| TV, — JUE L, || B

lim 0. (3.29)
n— oo Tivn
From (3.28) and since for i € {1,2,...,m}
[0 un — ]l = [ un — Ohtun|| < [[€7u, — U7y |

Ry = O | e ([0 U,

it is clear that lim, o || V% u, — 2| = 0. Since subsequence {z,,, } converges
weakly to z*, so

Ul Uy, — 2™ as ny, — oo. (3.30)

From Lemma 2.11 we can quickly deduce that for any i € {1,2,...,m}

(! un,,y) + (y— Uy, JUL iy, — JU My, ) >0, Vy € C,

. k
Ting

where O;(n, , y) = fi(@n,,y)+(AiTn,, y=Tn,) +0i(y) = ¢i(zn,) for all zy, ,y €
C'. By monotonicity of f; and A; for any i € {1,2,...,m}, we see
1

- (y — \I/flkunk, J\I/ibkunk - J\Ififklunk> > @i(y,\llilku”k), VyeC. (3.31)
1,NE

We know since y — fi(z,y) + (A;z,y — x) + ¢i(y) — ¢:(x) is convex and lower
semicontinuous, it is weakly lower semicontinuous. This, (3.29), (3.30) and
(3.31) allow us to deduce that

Oi(y,2") <0, VyeC. (3.32)

For any t € [0,1] and y € C, let y; = ty + (1 — t)z*. Therefore y; € C' and by
(3.32), it is obtained that for any i € {1,2,...,m}

O;(ys,x*) <0. (3.33)

Then from (Cy), convexity of y — ©;(z,y) for any y € C and i € {1,2,...,m}
and (3.33) we get

0=0;i(ye,yt) <tOi(ye,y) + (1 —1)Oi(ys, ") < tOi(yr,y) < Oi(wr,y). (3.34)

When ¢ — 0 in (3.34) for any ¢ € {1,2,...,m} and condition (C3), we derive
that

—

It follows that z* € Q(f;, A;, ¢;) foralli € {1,2,...,m}, Le., x* € 2 Q(fi, Ai, ).

Step 9. In this step, we observe that * € VI(C, A). Denote T C E x E* as
follows:

= Av+ Ne(v), v € C;
T“‘{@, v#C.
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By Lemma 2.10, T' is maximal monotone and 7-1(0) = VI(C, A). For (v,w) €
G(T) we have w € Tv = Av + N¢g(v), hence w — Av € N¢(v). From z, € C,
we deduce that

(v — zp,w — Av) > 0. (3.35)

By definition of z, and Lemma 2.7, we find that

Jr, — Jzp,

(v —zp, Jzn — (Jxpn — ApAxy,)) > 0= (v — 2z, ( 3

) — Az,)) < (3.36)

Statements (3.35) and (3.36) imply that
(v =z, w) > (v — 2y, , Av)

Jrp, — Jzn,

> (v — zn,, Av) + (v — 2zp,,, 3
ng

— Azp,))

Jxpn, — Jznk>
Ay
=(v—zn,, Av— Azp, ) + (v — zn,, Az, — Axy,)

)

=(v—zn,, Av — Azp, ) + (v — zpn,,

Jxn, — Jzn,

+ (v — 2n,, 5
ng

[ | [, = Iz, |
Z_H'U_ann%_” _anH%
_M(Hxnk — anH + ||ank — J’an”)7

(&% a

where M := sup,~1{||v — 2, ||} By tending n; — oo and (3.7), we conclude
that (v — z*,w) > 0. Then z* € T~'0 follows from the maximality of T, i.e.,
z* € VI(C, A).

Step 10. It need only be demonstrated that =* is unique cluster point of {z,}
to complete the proof. Assume that Z is another cluster point of {z,}. Let
q(T) = limy, 00 A(T, Tp) and q(z*) = limy, 00 P(a*, ). Tt is easy to show that

(T, xn) = p(a™, xy) + ¢(T,2%) + 2{z* — T, J,, — Jz™). (3.37)

By tending n; — oo in above such that z,,, — 7 and since J is weakly sequen-
tially continuous, it follows that

q(T) —q(z*) = ¢(T,2") + 2(z* — 7, JT — Jx™). (3.38)
Similarly tending ny — oo in (3.37) such that x,, — x*, we have
() —q(z%) = ¢(T,27). (3.39)
Then from (3.38) and (3.39), yields that
(" =%, Ja* — JT) =0,

so we deduced that x* = T, because J is strictly monotone. O
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ExAMPLE 3.2. The following sequences are satisfied in conditions of Theorem
3.1.

fan) = (Bt ={gm) Dwd={3-ga) Dmd=1{2-p3h {md={3)
It is easy to see

an+ﬂn+7n+nn:15

Zﬂnan - Zﬂlnﬂn == Z# < 00,
n=1

n=1 n=1
11 1, 1
W inf g (1 — i) = = (= — =) = — >0,
it =) =545 )= 5>
. 1.2 1,5
liminf ppna(l = pn) = (3 - 7) = 5 >0

Remark 3.3. If in Theorem 3.1, o, = 8, = 0 Vn > 1, then similar to proof of
Theorem 3.2 [3] we can prove that {x, } converges weakly to * = lim,,_, Ipa,,.

Proof. Let y,, = llpx,. By (3.6) and since y,, € F' we see
O (Yns Tnt1) < A(Yn, Tn).- (3.40)

From Lemma 2.8 and above inequality, it is obtained that
O(Yn+1, Tnt1) = O(Ilp2nt1, Tnt1) < O(Yns Tns1) — (Yn, Yn+1)

Then {¢(yn, xn)} is convergent and by (3.40) we have

P(Yn, Tntm) < G(Yn, Tn), ¥V m € N.
Since Ynt+m = Hpxyim by Lemma 2.8, one deduce that
(Y Yntm) < Wns Tntm) = O(Yntms Tntm)
< G(Yns Tn) — A(Yntm, Tngm)-
By Lemma 2.5 there exists a continuous, strictly increasing convex function g
with §(0) = 0 such that
9lyn = Yniml)) < 6(Uns Yntm) < G(Yns Tn) = G(Yntms Lntm), Yyn € Br(0),

where 7 = sup, > {||lynl}. Since {¢(yn,r,)} is convergent, we derive that

limy, s 00 §(||Yn — Yn+m||) = 0. Now property of g yields limy, oo (||tn — Yni+m|) =
0, i.e., {yn} is a cauchy sequence, so there exists & € F such that {y, } converges
strongly to Z because F' is closed. From Lemma 2.7 and since z* € F', we see

<ynk _x*7ank - Jynk> > 0.

J is weakly sequentially continuous, hence tending n — oo in above inequality,
we derive that

(@ —z*, Jz* = Jz) > 0. (3.41)
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From the monotonicity of J, we reach
(" —z,Ja* — Jz) > 0. (3.42)

With regard to (3.41) and (3.42), we observe that (z* —Z, Ja* — JZ) = 0. Since
J is strictly monotone, we have * = Z and proof is complete. (I

With the change of conditions on the operators T, S, T, and S’ in Theorem
3.1, we provide the following theorem.

Theorem 3.4. Let E be a 2-uniformly convex and smooth Banach space, let
C be a nonempty closed convex subset of E. For any it = 1,2,3,...,m, let f;
be a bifunction from C x C to R satisfying (C1) — (C4) and let {A;} be a
finite family of continuous and monotone mappings from C to E* and {¢;}
be a finite family of proper lower semicontinuous and conver functions from
C toR. Let A: C — E* be an a-inverse strongly monotone operator. Let
T, Sk C E x E* be mazimal monotone operators satisfying D(T;), D(Sx) C C
and Jij;n = (J+ pjnTj)~ T for all pjn, > 0 and j = 1,2,...,1, also Ji’“n =
(J + PhnSk)™ T for all pj.,, > 0 and k = 1,2,..,1'. Let {T})} and {5/}
be two sequences of closed relative quasi-nonexrpansive mappings from C' into
itself such that F = N2, F(T)) N N2, F(S) nN_, 7o n N, 570 N
Nty Qfis Ais i) NVI(C,A) # 0 and ||Az|| < ||Az — Av|| for all z € C and
veEF. LetT' : C — E such that T' := Jfl(Z;iO{jJT]{) with T4 = I and
Soreoéi =1. Let 8" : C — E such that 8" = J~' (3272 (;JS)) with Sy = T
and 3772, ¢ = 1.
Assume that u,e, € E are given, {an}, {tin}, {Bn}, {m} {m} C [0,1] and
{rn} is a sequence in (0,00) such that
toop+ B+t =1, B Yoo PnOy < 00, Wi Yo e <
o0,
. Uminf, oo Nppin (1 — pyn) > 0, v. liminf, o0 pnyn (1 — pn) > 0,
vi. liminf,, o pjn >0 for each j € {1,2,...,1},
vii. liminf, e 0}, > 0 for each j € {1,2,...,1'},
viti. {rin} C la,00) for some a >0 and for any i € {1,2,...,m},
ixz. {\n} C [d, €] for somed,e with) <d<e< 6270‘, where L is the 2-uniformly
convezxity constant of E,
x. the sequence {e,} is bounded.
For arbitrary u € E generate a sequence {x,} by following method

T =Ko, o KPmt o K2 uy,

2p = HoJ Y (Jx, — M Azy,),
Upgp1 = J;‘Fllyn oJli-1 o  Jgh Jfl[/utn(anJu + Bnden

PI—1,1 P11

o JSu-1

’
Pyr_oM

(3.43)

+ v IS T

’
Pyrsm

o ...Jf,llmzn + 0 JT 20) + (1 — pip) Tz
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If J is weakly sequentially continuous and I —T" and I — S’ are demiclosed at
0, then the sequence {x,} converges weakly to a point x* € F.

Proof. Let u* € F. By (3.5) and similar to the proof of (3.6), we see

O
¢(U*,In+1) = ¢(U*7 Kramn:n—o—l o Kr,:_11n+1 © "'Kraltn—i-lun-‘rl) S ¢(U*, u"-‘rl)

=o(u, I, o Tl o JB T i (an Ju + B Jen

7 pL,m PL—1,1 p1,M
+ WnJS’JS,“ o S,Ll’l Y M dT 2n) + (1 — pp)Jxy))
Py Cpl, o m Py
< QS(U*v Jfl[:un(anl]u + Bnden + "YnJS/Jj/l/n o lel_ln o Jilnzn
l/f llfl’ 9
+ 00T 20) + (1 — pi)Jz])
K S/ S/,
=V (u*, pn(anJu+ BpnJe, + %JS’JPE’/)” o p;l_ll,n o ...Jf,ll,nzn
+ 0 JT 20) + (1 — py)J )
* * * Sy Sy 1
< (U, 0) + B (0 en) + o d(u”, ST 0 T o LTS )
+ Mnnn(b(U*aT/Zn) + (1 - Un)(b(U*yxn)
Sl’ Sﬂ_l

< 0 d(u*, u) 4 pn Brd(u”, en) 4 pnynd(u®, J 3V o

s

N ...Jp/ll’nzn)

+ Nnnn¢(U*7 Zn) + (1 - Nn)¢(U*7 xn)
< pnn@(u”, ) + pnBud(u”, en) + (HnYn + nfn)S(u™, 2n) + (1 — pn)d(u*, 2,)

< /anan¢(U*v u) + pnfnL + (1 - lffn(l —Tn — nn))¢(u*u (En)
< pnond(u”, u) + B L+ ¢(u”, ),

where ¢(u*,e,) < L. By conditions (ii) and (iii) and Lemma 2.1, we deduce

that there exists lim,, o ¢(u*, x,). Then {z,} and {z,} are bounded. Hence

there exist #* € C and subsequence {zy,, } such that z,, — z* as n; — co. Set

j T; T;_ T .
Al = pr,n o Jpjj,ll,n o '-'Jpll,m Vj e {1,2, ...,l},
i _ 75i Sj-1 S1 . /
AJ = Jp}’n o JP;,l,n o ""]p’l,m vie{1,2,..,0'}.

From Lemma 2.3, we have
U, Zny1) < A(u”, Upt1)
= ¢(u*, ALT Hpn(anJu + BoJey,
S A 2 4 JT 2) 4 (1 = ) )
< o(u*, I pn (anJu + Buden
T S'AY 2 1 JT 20) + (1= i) T 2])
< 0 S, 0) + B (U, ) + prn b (u, A 2

+ Mnnn¢(U*7T/Zn) + (1= pn)d(u™, 2n) — pnyn (1 — MH)E(HJSIA;LZIZTL — Jyl)).
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This gives
Hn'}/n(l - Nn)g(”JSIA,nl,Zn - an”) < HvLa7L¢(u*7 u) + Nnﬁn¢(U*v en)
+ (0 SN 20) + i d (0, T 2) + (1= ) $(u*, 20) = S0, 241)
< @ @(u, ) + pnfr L + S(u*, 2n) — d(u*, Tpg1).
From (ii) and (iii) and since {¢(u*,x, )} is convergent, it follows that
lim gy (1= pa)g(178'A 20 = Jaal)) = 0.
n— oo
By condition (v) and property of g, we see

lim [|JS'AY 2, — Ja,| = 0.

n—oo

Since J~ 1! is uniformly norm to norm continuous on bounded subsets of E, we
derive that

lim [|S’A z, — z,]| = 0. (3.44)
n—oo
From the proof of Theorem 3.1, we know
nh_)rr;o |xn — zn] = 0. (3.45)
Therefore
lim ||S'AY z, — 2,] =0,
n—oo

follows from (3.44) and (3.45). Also by similar path of the proof of (3.13), we
have

lim [|AY 2, — z,|| = 0. (3.46)
n—oo

Hence lim,,_, o HS’A;f/zn - A;f/an = 0. Then S’A;f;znk — z* as n; — co. By
(3.46) and since I — S’ is demiclosed at 0, we conclude that * € S'z*, i.e.,
z* € F(5') = N2, F(S)). In a similar path, we have

lim |77z, — 24| = 0,
n—oo

so from demiclosedness of I — 7", we obtain z* € F(T") = (\;=, F(T}). The
rest of the proof is similar to the proof of Theorem 3.1, so we ignore from the
presentation of it. O

Remark 3.5. If in Theorem 3.4, a,, = B, = 0 ¥Vn > 1, similar to proof of
Remark 3.3, we can observe the generated sequence {z,} of method (3.43)
converges weakly to z* = lim,,_, llpx,.
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