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ABSTRACT. In this work, we give a product Nystrom method for solving a
Fredholm functional integral equation (FIE) of the second kind. With this
method solving FIE reduce to solving an algebraic system of equations.
Then we use some theorems to prove the existence and uniqueness of the

system. Finally we investigate the convergence of the method.

Keywords: Functional integral equation, Fredholm, Product Nystrém method,
Lagrange interpolation, Convergence.

2000 Mathematics subject classification: 45B05, 65D05.

1. INTRODUCTION

Functional integral equations have a significant role in important branches
of linear and nonlinear functional analysis and their applications. Equations
of such a type are often arise in physics, mechanics, control theory, economics
and engineering, for instance [16]-[22]. Functional integral equations have been
studied widly in several papers and monographs [23]-[28].
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Consider the following Fredholm functional integral equation of the second

kind
b

y(x) —p(x)y(h(z)) — /\/ k(z, t)y(t)dt = g(x), a<z<b (1.1

where p(z), h(z), g(x) and k(z,t) are known functions and A is known parame-

ter and y(z) is the unknown function to be determined. Here, we suppose that
the kernel k(z,t) is discontinuous at finite points and the unknown function
y(z) is continuous. Usually we can write the discontinuous kernel k(z,t) as
k(z,t) = p(x,t)k(x,t), where p(x,t) and k(zx,t) are ill-posed and well-posed
functions with respect to their arguments, respectively. In the sequel, we sup-
pose that we have such representation.

2. THE METHOD

We divide the interval [a, ] into N subinterval such that

b—a

N

and N is multiplication of integer s > 1. The integral part of (1.1) can be write
as

h:

ri=t;=a+th, i=0,1,..., N,

b b -
/k(%t)y(t)dt = /p(x,t)k(:v,t)y(t)dt

N—s
s

> /t T pla Dk ()t (2.1)

j=0 Ytsj

where choosing s is depend upon the used integration method, e.g. s =1 in
the Trapezoidal rule and s = 2 in the Simpson rule.
In the product Nystrom method, the well-posed part of integration over
every subinterval
N —s

Ij:[tsjytsj—&-s], 7=0,1,..., P

approximated by using Lagrange polynomials of degree s which interpolates at
points

tsja tsj+17 e 7tsj+s-
If we use the notation Ly ; for the Lagrange polynomial at the subinterval I,
we have:
B sj+s B N_s
k(m7t)y(t)|lj ELN,j = Z li,j(t)k(xati)y(ti)v jZO,l,..., S ) (22)
1=s5]

where [; ;(t) denote the Lagrange polynomial of degree s at the interval I;, and
is defined as
sj+s
t— 1t . L . . N —s
;i (t) = H roenrnd i=sj,8j+1,....,85+s; j=0,1,..., P
k=sj, k#i
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so, for every subinterval I;,

tsjts tsjts
/ (e, )y(1)dt ~ / L jp(a, t)dt,
t t

sJ sj

and the approximation error can be find by

e =

tsjts tsjts
/ Ka, D)y (t)dt — / L p(, t)di].
t t

sj sJ

By substituting the interpolation polynomial Ly ; in the relation (2.1), the
approximate value of integral part of the equation (1.1) reduce to

b tsjts
/ k(z, t)y(t)dt =~ / Ly jp(x,t)dt
a ; tsj

= > (Metute) [ hotpte. i)

N B tN
4ot Z (k(x,tl)y(tl)/ li71\lss(t)p($,t)dt> )
=N-—s

tN—s

(2

thus, fori =sj (j =1,..., %), we have two integral and one for other is.
After collecting we can rewrite the above integral as

b
[ ke pto)dt = 3 wio) (o, (e, (23
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[

0 k=1

where

t)dt
to—t p(z,t)

X I +s
—t tos % t—th
wej(z / — p(x,t)dt—i—/ - p(x, t)dt,
tsj—s = sg s s k tsj k=sj+1 %7 k
N —s
for j=1,2,..., .
tojts sj+s P
Wejrm(T) = / H 7kp(x,t)dt,
tsj k=sj, k#sj+m tstrm —
N —
for j=1,2,..., 4% m=1,2..5-1
s

N-1

Ny t—tr
wy(z) = 11 ——p(a, t)dt. (2.4)
IN—s k=N_s tn b

Now, we approximate y(h(z)) as

N
2)) = Y lin(h(@))y(z),
i=0

where I; v (h(x)) is defined as the following

N

Ln(h) = ]

k=0, ki

h(z) — xg,
Ti— Tk

Substituting these relations in (1.1), we have an approximate to the integral
equation (1.1) as the following

N

le N (h(@))yn (i) =AY wi(@)k(z,ti)yn (t:) = g(z), a<z<b,
=0
(2.5)

where yy(x) shows the approximate solution from product Nystréom method
for y(x). From x; = t; = a + ih, (2.5) can be rewritten as the following

N

yn (@)= > {p(@)liw (h(@)+ Mwi @)k, ) fun (t) = 9(a), a <z < b (26)

i=0
Theorem 2.1. Forx = z; =t;, j=0,1,...,N, solving (2.6) is equal to
solving the following system of linear algebraic equation

N
=0
(2.7)
where w;; = w;(t;), and the vector Y = [yn (o), ..., yn(tn)]T is unknown.
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Proof. See [2]. O

The unknown function Yy (x) can be calculated from (2.6) by having ap-
proximate values of yx(t;) as following

N
un (@) = 9(@) + 3 {p@lin (h@) + Nws(@)k(e,t) fyw (t). (28)
i=0

The (2.8) is called Nystrém interpolation formula.
In the next section we prove the existence and uniqueness of the system of
linear algebraic equations (2.7).

3. SYSTEM OF LINEAR ALGEBRAIC EQUATIONS

In this section we discuss the necessary conditions for existence and unique-
ness of the system of linear algebraic equations (2.7) in the Banach space L.
For easy discussing, consider the following functional integral equation of the

second kind
1

y(x) — p(x)y(h(z)) — A / ettt =gla), ~1<a<1 G

where g(x) is a known continuous function and p(z,t) is a weakly singular

kernel. By using the product Nystréom method for equation (3.1) at nodes
{z; };VZO, we have the following linear algebraic system

N
yn(t;) = g(t;) + Z {p(tj)li,N(h(tj)) + wij}yN(ti)v Jj=0,1,...,N.
i=0

Theorem 3.1. Suppose a function f(x) is interpolated on the interval [a,b] by
a polynomial p,(x) whose degree does not exceed n. Suppose further that f is
arbitrarily often differentiable on [a,b] and there exists M such that | f) (z)| <
M fori=0,1,2,... and any x € [a,b]. It can be shown without additional
hypotheses about the location of the support abscissas x; € [a,b], that p,(x)
converges uniformly on [a,b] to f(z) as n — oo.

Proof. See [8]. O

Theorem 3.2. Let {:z:i}sﬁ_s §=0,1,...,Y=5 be the s + 1 support points of

1=s7" £
Lagrange polynomial of deg:“ee s on submter;al [tsjstsjts]. Moreover suppose
that the weakly singular kernel p(x,t) satisfies the condition p(x,t) € Ly for
g > 1 and let Ix ;(f,t) denotes the interpolating Lagrange polynomial of degree
< s that interpolate function f at the nodes {:I:Z}fj:;s Then, for every function
f € C[-1,1] which satisfies the hypothesis of theorem (3.1), we have

Jm | [ ptensa- |

1
p(x, t)n,; (f, t)dtH =0 (3.2)
1

o0
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Proof.

I/ ot 050~ [ i o

o0

- sgp ‘ /_tp(:at) (f(t) —In,;(f, t))dt‘

[ e

tsj

<o 3 ([ e 01150~ g (0 01),
=0

Applying Hélder inequality for ¢,q¢’ > 1, (% + % = 1), we have
N-—s N—s
S tajrs 5
o 3 ([ o010 i1 00) < sup 3 lple, 17—l
T =0 tsj T j=0

Also from theorem 3.1 imy o0 In,;(f,t) = f(t). Thus [|f —Inl[z, — 0 as
N — oco. Also according to the assumption p € Ly, we obtain that

1 1
fim sup| [ ple.0)f0at = [ ptantiin (] o

N—=oco g 1

and this complete the proof. (I

For proving the existence and uniqueness of the solution of the linear al-
gebraic system (2.7), we use the Banach fixed point theorem. For providing
the conditions of the Banach fixed point theorem, we define the operator T as
following

T(yj)n =T(y;)n + g5,

where, g; = g(t;), (y;)n =yn(t;),

N
Tls)w = 3 {p)lin (h(t) + i i)y, =01, N,
i=0
We will show that T is a contraction in Banach space L. For this, we need
the following lemmas.

Lemma 3.3. For a given set of nodes {xi}fvzo defined as in theorem 3.2, let
l;,;(t) denotes the corresponding Lagrange polynomial on subinterval [ts;,tsj4 |-
Then sup Z;V:o |wi;| exists for all functions p € Lq, (@ > 1) with [|pl|z, =

1

{ [} (. lrar}”.
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Proof. Applying Holder inequality for every p(x,t) € Ly (¢,¢" > 1, %—f— L =1),

q
we have
tsjts tsjts
[ swnswa] < [ 0l
tsj tsj
< plle,-Nislc, -

Since p € Ly and also for all 5, [; ; is a polynomial of degree s and hence belong
to Ly so

ElEl > O7 S E17

tsjts
/ p(x, t)lihj (t)dt
t

s

SO

N-—s

S tsjts
3B, >0, > ‘/ p(x,t)li,j(mdt‘ < B
j=0 " 7te

Therefore from the relation (2.4), we get
N

JFE >0, Z \wij| <FE.
§=0

Since this inequality satisfies for all N, thus sup Z;V:O |w;;] exists. O

Lemma 3.4. Assume that we have the same assumptions of the lemma 3.3,
and let the kernel p satisfies the conditions

{pGLq, q>1; (3.3)
hmxj—mfk Hp(xj7t) _p(mkat)HLq = 07 \V/J)j,xk € [_la 1}7
then
N
li i(T5) — w; =0. 3.4
i oup3 () o) (3.4

Proof. Suppose that x;,x, € [—1,1] are arbitrary points of partition points
set, then for all functions p(z,t) € L, we have

/tsr+5 Lin(t) (p(acj, t) — p(zs, t))dt’

N r=0 tsr
N-:g tsrts

<sup Y / Ip(zj,t) — p(ak, t)|-[lir (t)]dE.
r=0 tsr
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By using Holder inequality for ¢,q" > 1(% + % =1), we get
N—s
S tsrts
w3 | [ i) (o5, st
N r=0 tsr
N—s
s tsr+s 1
q
<sup ) { / [p(s, 1) = plar, )7t} il ;.
r=0 tsr

Since l; ;- is a polynomial of degree s for every r, thus l; , € L. Also we have
limg; sz, [[p(25,t) —p(2k,t)||L, = 0. Therefore the relation (2.4) completes the
proof. ([

Lemma 3.5. If sup, |g(t;)],sup; |p(t;)| and supy ij:o |wi;| exist, then T is
an operator from L into itself.

Proof. Let U be the set of all functions yy = (y;)n in L such that

Vyn, |lynllpe =sup|(y;)n| < B,
j

where (3 is constant. We define operator norm in Banach space L as

ITyn || L = sup [T(y;)n|- (3.5)
J
From the definition of the operator T' we have
N N
T (y;)n| < Ipi1 Y Wi (hy)sup [(ys)w| + D [wil sup [(y:)w | + sup [g;],
i=0 v i=0 ¢ J

from the lemma assumptions

EIHl; Sup|gj‘ SHI?
J

EIHQ; Sup |pj‘ SHQ&
J

and
N

3E1, supz |w”| § El.
N i=o

Since l; y is a polynomial of degree N for every 4, thus

N
ElEZ; supz |lz,N(h])| S Eg.

J =0
So
sup |[T(y;)n| < HoEol|(yj)n L + E1ll(y) Nl L + Hi.
J

Since this inequality satisfies for all j, therefore

| T (yj) Nl < o1ll(y;)n L + Hi,
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where 01 = HyEo + Ey. So Tyn € L™ ie. ||[Tyn||z~ < B. Also |[Tyn|lz= <
010 + Hy. By comparing two last relations we have:

H
015+H1§5:>(H2E2+E1)5+H1§ﬁ=>?1§1—H2E2—E1-

Since H; > 0 and 8 > 0 thus HoFEs + F7 < 1, that is 07 < 1. Furthermore
the operator T is bounded because |Tyn|r~ < o1|lyn||r=. Therefore from
definition of T we conclude that T is a bounded operator. ([l

Lemma 3.6. With the conditions of lemma 3.5, T is a contraction operator
in Banach space L.

Proof. According to the definition of operator T', for functions yn = (y;)n and
zn = (%;) v from L> we have:

N

IT(y;)n — T(z)n| <Y Ipjllan ()] + [wij| sup [(y;)n — (25) ]
i=0 J

By using the conditions of lemma 3.5, we get
T(yj)n = T(zj)n| < (HaBa + 1) | (y;)n — (25)wll -
This inequality satisfies for all j, so
ITyny — Tznll~ < o1llyn — 2n |z

Consequently under the condition of oy < 1, T is a contraction operator in
Banach space L*°. O

Theorem 3.7. With the assumptions of lemma 3.5, the system of equations
(2.7) has a unique solution in Banach space L.

Proof. According to the Banach fixed point theorem, since T is a contraction
operator, thus the system of equations (2.7) has a unique solution in L*. O
4. CONVERGENCE OF THE METHOD

By applying the product Nystrom method for solving the integral equation
(3.1), we obtain the approximate solution yy(z) as follows:

N
yn (@) = 9(@) + Y {p@)lin (h(@) + wi(x) fyn ().

i=0
where w;(z) can be obtain from relation (2.4).
Definition 4.1. The product Nystrém method is convergent of order r in

[—1, 1], if and only if for sufficiently large N, there is a constant ¢ > 0 indepen-
dent from N such that

ly(z) — yn ()|l e < N7,
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Local approximate error obtains from
N
y(@) = yn(@) = D [wi(@) + p(@)li (h(@))] [y(@:) =y (@) + en(@).
i=0

K2

So
N

(v —yn) = D [wil@) + p@)lin (h(@)] [y(@) = yw(@s)] = ex(@). (@1)

i=0
Now we define linear operator Ay as

Ay : C[-1,1] = C[-1,1]
Anf(@) = 3 |wile) +p(@)lin(h@)| f@), [eOl-11], v e [-11]

So we can rewrite the relation (4.1) as follow
(1 - Ax) (y(@) - yv(@)) = en(a),
thus
-1
(v - yv(@) = (- Ax) en(a),

since this satisfies for every x, therefore

(I — AN)_leN(SL‘)

sup |(y — yn) (w)’ < sup :
X xT

SO
v —wwll < |7 = 4n) 7|

len oo (4.2)

Theorem 4.2. If we define integral operator A’ as follow
A C[-1,1] = C[-1,1],

1
Af@) = / p(e.t)f(B)dt, feCl-11], ze[-1,1],

-1
then the integral operator A" with weakly singular kernel of p(x,t) is a compact
operator on C[—1,1].

Proof. See [1]. O

Now we define operator A as follow

A ¢ Cl-11] - -1,

-1

1 N
Af@) = [ plaf O Y plall (@) £z,
=0

Since operator A’ is compact, thus the operator A is compact too. Also ac-
cording to the definition of operators A and Ay we have

/_11 p(z,t) f(t)dt — /1 p(x,t) Ly ;(f, t)dtH , (4.3)

—1 00

HA - AN”OO =
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where Ly ; is the Lagrange interpolation polynomial of the continues function
f. Also from (4.2) the right hand side of relation (4.3) converges to zero, when
N — 00. So limy 00 ||[A — AN|lee = 0.

For studying behavior of [|(I — AN)71||OC, we have the following theorem
from [7].

Theorem 4.3. Suppose that A : C[—1,1] — C[-1,1] is a linear, compact oper-
ator and Ay 1is a sequence of linear, bounded operators such that impy_, ||A—
ANlloe = 0, then the inverse operator (I — AN)_1 : Cl-1,1] = C[-1,1] ewists
for all sufficiently large N, and there exist constant ¢ > 0 independent of N
such that ||(I — AN)71||OO <ec.

From (4.2), limy_,oc exy = 0, so we have the following theorem for conver-
gence of product Nystrom method:

Theorem 4.4. Under the conditions of theorem 4.3 the approximate solution
yn(x) from product Nystrém method is uniformly convergent to exact solution

y(x).
Proof. The proof follows from (4.3) and theorem 4.3. O
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