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ABSTRACT. In this paper, we consider quasi-eqilibrium problems which
extend equilibrium problems and quasi-variational inequalities as well as
variational inequalities in Hadamard spaces. We study A-convergence of
the sequence generated by the extragradient method to a solution of a
quasi-equilibrium problem in Hadamard spaces. Then we show strong
convergence of the generated sequence to a solution of the problem by
imposing some additional conditions. We also use the Halpern regular-
ization method to prove strong convergence of the generated sequence to
a solution of the quasi-equilibrium problem where the equilibrium point is

the projection of an arbitrary point u onto the solution set of the problem.
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1. INTRODUCTION

Let (X,d) be a metric space. For z,y € X, a mapping ¢ : [0,]] = X,
where [ > 0, is called a geodesic with endpoints x,y, if ¢(0) = z, ¢(I) = y, and
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d(c(t),c(t)) =t —t' for all t,¢ € [0,1]. If, for every x,y € X, a geodesic with
endpoints x, y exists, then we call (X, d) a geodesic metric space. Furthermore,
if there exists a unique geodesic for each z,y € X, then (X,d) is said to be
uniquely geodesic.

A subset C of a uniquely geodesic space X is said to be convex when for
any two points x,y € C, the geodesic joining = and y is contained in C. For
each z,y € X, the image of a geodesic ¢ with endpoints z, y is called a geodesic
segment joining = and y and is denoted by [, y].

Let X be a uniquely geodesic metric space. For each x,y € X and for each
t € [0,1], there exists a unique point z € [z, y] such that d(z, z) = td(z,y) and
d(y,z) = (1 —t)d(x,y). We will use the notation (1 —t)z @ ty for denoting the
unique point z satisfying the above statement.

Definition 1.1. [11] A geodesic space X is called CAT(0) space if for all
x,y,z € X and t € [0,1] it holds that

d(tr @ (1 —t)y,2) < td*(x,2) + (1 — )d*(y, 2) — t(1 — t)d*(z,y).
A complete CAT(0) space is called an Hadamard space.

Berg and Nikolaev in [4, 5] introduced the concept of quasi-linearization as
follows. Let us formally denote a pair (a,b) € X x X as % and call it a vector.
Then quasi-linearization is characterized as a map (-, ) : (X xX)x (X xX) - R
defined by

(ab, cd) = %{dZ(a,d) b, — d(a,c)— (b, d)},  abede X,

It is easy to see that (%, 21) = <&>z, @), (%,21) = —@,Zﬁ and (cﬁ,a> +
<:r?i, E§> = (c%, E?) for all a,b,c,d,z € X. We say that X satisfies the Cauchy-
Schwarz inequality if (%, £> < d(a,b)d(c,d) for all a,b,c,d € X. It is known
(Corollary 3 of [5]) that a geodesically connected metric space is a CAT(0)
space if and only if it satisfies the Cauchy-Schwarz inequality.

Let (X,d) be an Hadamard space and {z,,} be a bounded sequence in X.
Take z € X. Let r(x,{x,}) = limsup,,_, ., d(z,z,). The asymptotic radius of
{zn} is given by

r({z,}) = inf{r(z, {z,})|z € X},

and the asymptotic center of {z,} is the set

A({zn}) = {z € X|r(z,{zn}) = r({z.})}.

It is known that in an Hadamard space, A({z,}) consists exactly one point.

Definition 1.2. (see [24], p. 3690) A sequence {z,} in an Hadamard space
(X,d) A-converges to x € X if A({xn, }) = {z}, for each subsequence {x,, } of
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We denote A-convergence in X by £, and the metric convergence by —.
Now, we present a known result related to the notion of A-convergence.

Lemma 1.3 ([24], Proposition 3.6). Let X be an Hadamard space. Then,
every bounded, closed and convex subset of X is A-compact; i.e. every bounded
sequence in it, has a A-convergent subsequence.

Lemma 1.4 ([11]). Let (X,d) be a CAT(0) space. Then, for all x,y,z € X
and t € [0, 1], it holds that

dltz ® (1 —t)y, z) < td(z,z) + (1 —t)d(y, 2).

Let C' C X be nonempty, closed and convex. It is well known for any =z € X
there exists a unique u € C' such that

d(u,x) = inf{d(z,z) : z € C}. (1.1)

We define the projection on C, Pc : X — C, by taking Po(x) as the unique
u € C which satisfies (1.1). We give next a characterization of the projection.

Proposition 1.5. ([10]) Let C be a nonempty convex subset of a CAT(0) space
X, ze€ X andu € C. Then u= Pco(z) if and only if

(i, ) < 0,
for ally € C.

Let X be an Hadamard space and C' C X be a nonempty, closed and convex
set, and K : C' — 2¢ be a multivalued mapping such that for all z € C, K (x) is
a nonempty, closed and convex subset of C'. Suppose that f: X x X - Risa
bifunction. The quasi-equilibrium problem (QEP(f, K)) is to find z* € K(z*)
such that

flx* y) >0, Yy € K(x*). (1.2)

The set of all solutions of QEP(f, K) is denoted by S(f, K). Also, the set of all
fixed points of K is denoted by Fix(K). The associated Minty quasi-equilibrium
problem is to find 2* € K(z*) such that f(y,z*) < 0 for all y € K(z*).
When K(z) = C for all x € C, the quasi-equilibrium problem QEP(f, K)
becomes a classical equilibrium problem EP(f,C), also the associated Minty
quasi-equilibrium problem becomes a classical Minty equilibrium problem (see
12)).

The equilibrium problem encompasses, among its particular cases, convex
optimization problems, variational inequalities, fixed point problems, Nash
equilibrium problems, and other problems of interest in many applications.
Equilibrium problems have been studied extensively in Hilbert, Banach as well
as in topological vector spaces by many authors e.g. ([6, 7, 8, 13, 14, 15, 17,
19, 26, 27]).
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Recently the extragradient method with and without linesearch for equilib-
rium problems in Hadamard spaces has been studied in [18] and [21]. Also, the
quasi-equilibrium problems have been studied in [1, 12, 25] and [29].

In this paper, we study an extragradient method to approximate a solution of
quasi-equilibrium problems in Hadamard spaces. Hence we need the following
definitions.

Definition 1.6. The mapping T : C' — C is called quasi nonexpansive when-
ever Fix(T) # () and d(p, Tz) < d(p,z) for all (p,z) € Fix(T) x C.

The following definitions are adapted from [12].

Definition 1.7. Suppose that K : ¢ — 2¢ is a multivalued mapping such
that for every x € C, K (x) is nonempty, closed and convex. K is called quasi
nonexpansive whenever the mapping 7'(-) := Pg(.)(-) is quasi nonexpansive
where P is the projection mapping.

Definition 1.8. We say that K : C — 2¢ is demiclosed, whenever we have
Tk 2, 7 and limg 00 d(zk, K (21)) = 0, then T € Fix(K).

Lemma 1.9. (Lemma 3.18 of [22]) Let T : C' — C be a quasi-nonexpansive
mapping, then Fix(T) is closed and convex.

We introduce now some conditions on the bifunction f and the multivalued
mapping K which are needed in the convergence analysis.
B1: f(z,-) : X — is convex and lower semicontinuous for all z € X.
B2: f(-,y) is A-upper semicontinuous for all y € X.
B3: f is Lipschitz-type continuous, i.e. there exist two positive constants
c1 and ¢y such that

f(x,y) + f(y,z) > f(,’I,‘7Z) - CldQ(x’y) - CQdQ(yvz)> Vr,y,z € X.
B4: f is pseudo-monotone, i.e. whenever f(x,y) > 0 with 2,y € X it holds
that f(y,z) <0.
B5: K : C — 2¢ is a quasi-nonexpansive and demiclosed mapping with
nonempty, closed and convex values.

In connection with B2, it is valuable to mention that a concave and upper
semicontinuous function is always A-upper semicontinuous. Also, note that B3
together with B4 imply that f(x,2) =0 for all 2 € X. Finally, in order to well
definedness and boundedness of the generated sequences by our algorithm in
this paper, we assume that

S* = {x e K(z): f(z,y) >0, Vye C} # 0.
Note that under B1-B5, S* is closed and convex. It is easy to see that S* C
S(f. K).
The paper is organized as follows. In Section 2, we present an extragra-
dient method for quasi-equilibrium problems in Hadamard spaces for proving
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A-convergence of the generated sequence to a solution of the problem. In Sec-
tion 3, we prove the strong convergece of the generated sequence to a solution
of the problem by imposing some additional conditions. In Section 4, we pro-
pose a variant of the extragradient method for which the generated sequence
is strongly convergent to a solution of the problem without any additional
conditions on it.

2. A-CONVERGENCE OF THE EXTRAGRADIENT METHOD

In this section, we study A-convergence of the sequence generated by the
extragradient method to a solution of a quasi-equilibrium problem under ap-
propriate assumptions on the problem. Let C' C X be a nonempty, closed and
convex set of an Hadamard space X, and K : C' — 2€ be a multivalued quasi-
nonexpansive mapping, and f : X x X —. We assume that the bifunction f
satisfies B1, B2, B3, B4, the multivalued mapping K satisfies B5. Next, we
propose the following extragradient method for solving QEP(f, K).

Initialization: zp € C, n = 0,0 < a < A\ < B < min{i,i} and
0<v<pBr<d<l1forallk.
Iterative Step : Given z,, define

. 1 2
Yn = aIgImiN, - f(xnay) + Kd (xmy) ) (2'3)
. 1 2
Znt1 = argminyec § f(Yn,y) + 53— (@n, y) - (24)

Since K is a multivalued mapping with nonempty, closed and convex val-
ues, it is easy to see that the sequences {w,} and {z,} are well defined. Now
we claim that the sequences {y,} and {z,} are well defined. Let ¢ : X —
(=00, +00] be a proper, convex and lower semicontinuous function. The resol-
vent of ¢ of order A > 0 is defined at each point x € X as follows.

. 1
J{x = argmin, ¢ {(p(y) + ”\dQ(y,x)} .

By Lemma 3.1.2 of [20] (see also Lemma 2.2.19 of [2]) for each z € X, J{z
exists. This shows the sequences {y,} and {z,} are well defined.

In order to prove A-convergence of the sequences generated by the extra-
gradient method to a solution of the problem, we need to adapt the following
lemma from [21].
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Lemma 2.1. Assume that {x,}, {yn}, {zn} and {w,} are generated by the
algorithm and x* € S*, then

d2(Zn+1,£E*) S d2(znv$*) - ﬁn(]- - 5n)d2(2nuwn)
-(1- QClAn)dz(xn,yn) -(1- 202/\n)d2(yn, Zn41)-

Proof. Take z* € S* and suppose that y = tz,11 @ (1 — t)a* where ¢ € [0,1).
Then, by (2.4) and B1, we have

1
f(ynazn-H) + EdQ(xmznﬁ-l) < f(ym ) + Kd (xnv )
S tf(yn; ZTL+1) + (1 - t)f(yna ‘T*)
1
+ K{tdQ(xn, Zny1) + (1 = )d* (2, %) — t(1 — t)d*(2pi1, %)}
Since f(yn,z*) <0, by B4, we get

f(ynvzn+1) =N, {d2 (T, ) d2<xmzn+1) - td2(zn+1,x*)}.
By letting t — 1~ we get
f(yTH Zn-‘rl) = 2)\ {d (l‘n, ) - dz(xna Zn-i-l) - d2(2n+17x*)}' (25)

Now, let y = ty, @ (1 — t)zn+1 such that ¢ € [0, 1) then by (2.3), we have
J(@n,yn) + 2\,
< tf(xnvyn) + (1 - t)f(.%‘n, Zn-‘rl)

1
+ K{tdz(wmyn) +(1— t>d2<xmzn+l) —t(1— t)d2(yn, Znt1)}-

dg(xmyn) < f(xnv )+ Kd (;L‘n, )

Then we obtain

1
{d (;En, Zn+1) dQ(xnv yn) - tdz(yny Zn+1)}-

f(xnvyn) - f(znazn—i-l) =9oN,

Now, if t — 1~ we get

f(zna yn)ff(zna Zn—i—l) S %{dz(xna Zn+1)*d2(l’n,yn)*d2(ym Zn+1)}- (26)

Since f is Lipschitz-type continuous with constants ¢; and co, we have
_cldQ(xnayn) - C2d2(yna Zn+1) + f(-rna Zn+1) - f(xnvyn) S f(yna Zn—i—l)- (27)
Note that by (2.6) and (2.7), we obtain

1 1
(K —Cl)d (x’ruyn) (K —Cz)dQ(ym Zn+1) - Kd (@n, Zn+1) < f(ynaszrl)-
(2.8)

Now (2.5) and (2.8) imply that

(1 - 261/\n)d2(xn7yn) + (1 - 202)\n)d2(yn7 Zn-‘rl) < d? (xru *) - d2(2n+17$*)'
(2.9)
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In the sequel, since x,, = Bz, @ (1 — Bp)w, by (2.2), we have

dQ(xna-r*) S Bnd2<zna$*) + (1 - Bn)dZ(U}T“.’E*) - Bn(l - ﬂn>d2<znawn)
(2.10)

Now since z* € K(2*), w, = Pg(.,)(2,) and K is a quasi nonexpansive
mapping, hence we have
d(wy, %) < d(zn,z").
Therefore (2.10) implies that
d*(xp, 2%) < d*(2n, %) = Bu(l — Bn)d* (2n, wy). (2.11)
Now, (2.9) and (2.11) show that
d*(2nt1,27) < d*(2n,2%) = Bu(1 = Bp)d* (20, wn)
— (1= 2e1 M) d* (@, yn) — (1 — 2¢20) A2 (Y, 2nt1)-
O

Remark 2.2. In Lemma 2.1, it is obvious that lim,,_, d(z,, z*) exists and hence
{zn} is bounded. Note that liminf,, , 8,(1 — 8,) > 0 and liminf, ,. (1 —
2¢i\n) > 0 for i = 1,2. Thus we conclude from Lemma 2.1 that

lim d(z,,w,) = lim d(z,,y,) = lim d(yn,2nt1) = 0. (2.12)
n— oo

n— oo n—oo

Therefore the sequences {z,}, {y»} and {w,} are bounded. Moreover, using
(2.5) and (2.8), and then by taking limit, we can conclude that

lim f(yn,2n41) = 0.
n— oo

Theorem 2.3. Assume that the bifunction f satisfies B1, B2, B3 and B4, and
the multivalued mapping K satisfies B5, and S* # (0. Then the sequence {z,}
generated by the algorithm, is A-convergent to a point of S(f, K).

Proof. Remark 2.2 shows that {z,} is bounded, hence there exists a subse-
quence {z,,} of {z,} and p € C such that z,, 2, p. We first prove that
p € Fix(K). Note that z,, 2, p and wy,, A, p because x,, = B2, ®(1— 5wy,
and limy_, o0 d(2n, , wn,) = 0 by Remark 2.2. Since limy_, o0 d(2p, , Wn, ) = 0,
and K is demiclosed, thus p € K(p), i.e. p is a fixed point of K(-). Now we
prove that p € S(f, K).

Note that z,41 solves the minimization problem in (2.4). Let z = tz, 11 &
(1 —t)y such that t € [0,1) and y € C, then we get

1 1
JWns 2ny1) + EdQ(xm Znt1) < f(Yn, 2) + ﬁdQ(mnv z)
S tf(yn; Zn—i—l) + (1 - t)f(yn; y)

+ i{td%n, znt1) + (L= 1)d* (2, 9) = t(1 = 1)d*(2n41,9)}-
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The above inequality implies that

FWns 2n41) — f(Yn,y) < L{dZ(zna y) — dZ(mna Znt1) — tdQ(zn_,_l,y)}.

-2\,
Now, if £t — 1~ we obtain
oo (P 20i1) + P 9) = o)) < Fnsy) = Floms2nsn). (213)
Therefore we have
o don 2 i, 9) + )} < F@ns) = Fos ). (210

Now since x,,, N p, we have y,,, N p by (2.12). Replacing n by ny, in (2.14),
taking limsup and using Remark 2.2, since f(-,y) is A-upper semicontinuous,
we have:

0 <limsup f(yn,,y) < f(p,y), VyeC.

k—o0
Therefore, p € S(f, K). Finally, since lim,,_, o, d(p, z,,) exists for each A-limit
point of {z,, } like p, therefore Opial’s Lemma in Hadamard spaces (see Lemma
2.1 in [23]) implies that {z,} A-converges to a point of S(f, K). O

3. STRONG CONVERGENCE OF THE EXTRAGRADIENT METHOD

In this section, we study the strong convergence of the sequence generated
by the extragradient method to an element of S(f, K) with some additional
assumptions on the problem.

Definition 3.1. A bifunction f is called strongly monotone, if there exists
a > 0 such that f(z,y) + f(y,z) < —ad?(z,y) for all z,y € X.

Also, a bifunction f is called strongly pseudo-monotone, if there exists 5 > 0
such that whenever f(z,y) > 0, then f(y,z) < —Bd?(z,y) for all z,y € X.

Definition 3.2. A function h : X — is called strongly convex, whenever for
each pair x,y € X and each X € [0, 1], we have

h(Az @ (1 — N)y) < Ah(x) + (1 = Nh(y) — M1 = N)d*(z,y).
We say that h is strongly concave whenever —h is strongly convex.

EXAMPLE 3.3. Suppose that g : X x X — R is monotone. If o : X x X —
RT, then f(z,y) := a(z,y)g(z,y) is pseudo-monotone but it is not necessarily
monotone. Now if a(z,y) > ¢ > 0 and g is strongly monotone, then f(z,y) =
oz, y)g(z,y) is strongly pseudo-monotone.

Theorem 3.4. Suppose that the assumptions of Theorem 2.3 are satisfied. If
any of the following conditions is satisfied,

i) [ 1is strongly pseudo-monotone,

it) f(x,-) is strongly convex for all x € X,

1) f(-,y) is strongly concave for all y € X,
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then the sequence {x,} generated by the algorithm is strongly convergent to an
element of S(f, K).

Proof. Note that by Theorem 2.3, the sequence {z,} is A-convergent to a
point of S(f, K). In the sequel, in each item, we prove that the sequence {x,}
is strongly convergent to an element of S(f, K). Therefore we suppose that

Ty 2, 2* and subsequently y, LBy by Remark 2.2. Replacing y by z* in
(2.14), taking liminf from (2.14) and using Remark 2.2, we have
liminf f(y,,z*) > 0. (3.1)
n—oo
On the other hand, since f(yn,z*) < 0 for all n, therefore we get
lim f(yn,2z") =0. (3.2)
n—roo

In the sequel, we continue to prove parts (i), (ii) and (iii) respectively:

i) Since f(x*,yn) > 0, by the definition of the strongly pseudo-monotone bi-
function, there is 3 > 0 such that f(y,,2*) < —Bd?(yn,z*). By taking liminf
and using (3.1), we get

0 < liminf f(yn, z*) < liminf(—Bd*(yn,2*) < —Blimsup d?(y,, z*)).
n—oo

n—o0 n—00
Therefore y,, — z* and subsequently z,, — z* by Remark 2.2.
ii) By (2.14), we have
-1
Kd(xn, Zn41){d(zn41,Y) + d(@n, )} < f(Ynsy) = fF(YUn, 2ns1)- (3.3)

Now, let A € (0,1) and set p,, = Ay, ® (1 — A)z* for all n € N. Since f(yp,-) is
strongly convex, we have
-1
Kd(xnv Zn+1){d(zn+1>pn) + d(xnvpn)} < f(ynapn) - f(yn; Zn+1)
SN WnoYn) + (1= A) f(yn, %) — )‘(1 - )‘)dz(ynax*) - f(yna Znt1)
= (1= N f(yn: ") = A1 = N (Y, ) = f(Yns 2n11)-

Note that f(yn,yn) =0 by B3 and B4. Hence, we have

1
)‘(1 - )\)d2(yn,$*) S Kd(l'nvzn+l){d(zn+1apn) + d(xﬁapn)}

+ (=N Wns %) = f(Yns 2n41)- (3-4)

Taking limit from (3.4), we use (3.2) together with Remark 2.2 and the bound-
edness of {p,} in order to obtain that d(y,,z*) — 0. Therefore we have
Ty — T,

iii) Let A € (0, 1) and set p, = Ay, ® (1 —A)z* for all n € N. Then since f(-, z*)
is strongly concave, we have

M (Yo ™) + (1= X f@",27) + M1 = Nd* (Y, 27) < f(pn,27) <0.
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Therefore, we get f(yn,2*) < —(1 — X\)d?(yn,z*). Now, by taking liminf and
(3.1), we get

0< lirginff(yn,x*) < —(1 = \) limsup d?(y,, z*).
n—0o0 i—00

Therefore gy, — x*. This implies that xz,, — x*.

4. HALPERN’S REGULARIZATION METHOD

In this section, we modify our method in Section 2 by adding a step to
the algorithm which ensures strong convergence of the generated sequence to
a solution of QEP(f, K) (See (4.5)). We show that the generated sequence
is strongly convergent to the projection of w onto the solution set S*. Let
C C X be a nonempty, closed and convex set of an Hadamard space X, and
K : C — 2¢ be a multivalued quasi-nonexpansive mapping, and f : X x X —.
We assume that the bifunction f satisfies Bl, B2, B3, B4, the multivalued
mapping K satisfies B5, and S* # (). Next, we propose the following Halpern’s
regularization of the extragradient method for solving this problem.

Initialization: vg,u € C, n:=0,0 < a < A\, < < min{%, ﬁ} and
0<~v<Br<d<1forall k. Take {ay} C (0,1) such that limy_, o a = 0 and
2 ko Ok = F00.

Iterative Step : Given v, define

Wy = PK(lJn)(Un)a (41)
. 1
Yn = argmlnyec {f(xna y) + Kdz(xnv y)} ) (43)
. 1
2o = argmingco { 1(0n.) + 5300} (4.4
Upt1 = @ ® (1 — ) 2. (4.5)

Similar to the previous section, it is easy to see that the generated sequences
are well defined. In order to prove the strong convergence result by our algo-
rithm, we need the following lemmas.

Lemma 4.1. Assume that the sequences {x,}, {yn}, {zn}, {vn} and {w,} are
generated by the algorithm and z* € S*, then

dQ(Znax*) S dz(vnvx*) - Bn(l - /6n>d2(vn7wn>
— (1 = 2e10)d% (2, yn) — (1 = 2¢20)d2 (Y, 20).

Proof. Similar to the proof of Lemma 2.1 O
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Lemma 4.2. [28] Let {s,} be a sequence of nonnegative real numbers, {cu,}
be a sequence of real numbers in (0,1) with Y~ o, = 400 and {t,} be a
sequence of real numbers. Suppose that

Snt1 < (1 — ap)sy + anty, for all n > 1.
If limsupy,_, o, tn, <0 for every subsequence {s,, } of {sn} satisfying

lim 1nfk_>oo(snk+1 Sn,) > 0, then lim, oo s, = 0.

Theorem 4.3. Assume that the bifunction f satisfies B1, B2, B3 and B4, the
multivalued mapping K satisfies B5, and S* # 0. Then the sequence {z,}
generated by the algorithm converges strongly to Pg«u.

Proof. Let 2* = Pg+u. Lemma 4.1 shows that
d(zn, ") < d(vy,z"). (4.6)
By (4.5) and (4.6), we obtain
d(vpa1, %) < apd(u, ) + (1 — an)d(zn, %)
< apd(u,z*) + (1 — a)d(vp, *)
< max{d(u, z*),d(vyn, x*)}
< - <max{d(u,z"),d(vo, z")},

which implies that {v,} is bounded. Thus, by (4.6), {z,} is also bounded. On
the other hand, (4.5) and (4.6) imply
d*(Vpi1,2%) < (1 — ) d?(2n, %) + and®(u, %) — an (1 — ap,)d? (u, 2,,)
< (1= an)d?* (v, 2*) + and®(u, 2*) — an (1 — an)d*(u, 2,). (4.7)
We are going to prove d?(v,,z*) — 0. By Lemma 4.2, it suffices to show
that limsup,_, o (d®(u, 2*) — (1 — ap,, )d?(u, 2,,)) < 0 for every subsequence

{d?(vp,, %)} of {d?(vy,, x*)} satisfying lim infg_ oo (A2 (Vny 41, 2%) —d? (Vp, , %)) >
0. Consider such a subsequence. We have

0 < liminf(d*(vn, 1, 7%) — d*(vn,, %))
k—o0

< 1ikminf(ankd2(x*,u) + (1 — ) )d% (2™, 20, ) — d* (2%, 0p,))
— 00

= 1ikminf(ank (d?(x*,u) — d* (2%, 2,)) + d*(2*, 20, ) — d* (2%, 0p,.))
— 00

< limsup ay,, (d*(z*,u) — d*(z*, 2,,)) + hmlnf( (2%, 20, ) — d* (2%, 0p,))
k—o0

= lim inf(d*(x*, 2, ) — d*(z*,vp,.))
k—o0
< limsup(d®(z*, z,,, ) — d*(z*,vp,)) < 0.
k—o0
This shows that
lim (d?(2*, z,, ) — d*(z*,vp,)) = 0. (4.8)

k—o0
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Since liminf,, o 8,(1 — B8,) > 0 and liminf,, (1 — 2¢;A,) > 0 for i = 1,2,
replacing n by nx in Lemma 4.1, we conclude that

lim d*(2p,, Yn,) = lim d*(Yn,, 20, ) = lim d*(vn,,wn,) = 0. (4.9)
k—o00 k—oo k—o0

In the sequel, similar to (2 5) and (2.8), replacing z,4+1 by 2z, we get

f(Yns2n) < o {dz(xn, ") = d*(@n, 2n) — d* (20, 27)} (4.10)
and
(%_61)%(%,%) (%_62)d2(ynazn) Kd ('rnvzn) < f(ynvzn) (4'11)

Now since d(z,,2*) < d(v,,z*), replacing n by ng in (4.10) and (4.11),
taking limit and using (4.8), we get

Hm  f(Yn,, 2n,) = 0. (4.12)

k—o0

On the other hand, there exists a subsequence {zp,, } of {z,,} and p € C
such that z,, N p and

li]rcri}sotolp(dZ(u,x*)—(l—ank)dz(u,an,)) = lim (d*(u,2*)— (1_ankt)d2(u7znkt))'

t—o00

By A-lower semicontinuity of d?(u, -), we obtain
limsup(d?(u, z*) — (1 — an,,)d?(u, 2n,)) = hm (d (u,z*) — (1 — ankt)d2(u, Zny,, )

k—oo

< d?(u,z*) — d?(u,p). (4.13)

Now let z := tz, & (1 — t)y such that t € [0,1) and y € C, then, by (4.4), we
have
P )+ gy @n ) < Flums ) + 5= o, 2)
<tf(yn,zn) + (1 =) f(yn, y)
+ K{td (€n, 2n) + (1 — )d? (@n,y) — t(1 — t)d%(2n,v)}.
This implies that

fn,zn) = fyn,y) <
Now, if t = 1~ we get
o P 20) + () = o)) < Fnay) = Flmoza). (1L19)
Therefore we have

%d(:cn,zn){d(zmy) +d(@n, )} < FWnsy) — [ (Yn, 2n)- (4.15)

=, {dZ(Z‘n, )_dQ(xnazn) _td (Zna )}

Since yp,, 2, p by (4.9), replacing n by ny, in (4.15) and then taking limsup
and using (4.9) and (4.12) we get

0 < limsup f(yn,,,y), Vye€C.

t—o00
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Now, since f(-,y) is A-upper semicontinuous, we get
flp,y) 20, VyecC. (4.16)

Now, it remains to prove that p € Fix(K). Note that x,,, =N D, Uny, 2, D

and wh,,, A, p because lim;_, o d(vnkt , wnkt) =0 by (4.9).
Since limy o0 d(vy,, , wn,, ) = 0, and K is demiclosed, thus p € K(p), i.e. p is
a fixed point of K(-). Therefore we get p € S* by (4.16).

Therefore we have d(u,x*) < d(u,p), thus (4.13) implies

lim sup(d?(u, %) — (1 — o, )d*(u, 2, )) < 0. (4.17)

k— o0
Hence
d*(Vp, %) =0
by Lemma 4.2. Now since x,, = B,v, @ (1 — 5,,)w,, Lemma 4.1 shows that
T, — 2% = Pg-u.

O

Now, we give an example to illustrate applications of Theorem 2.3 and The-
orem 4.3, and we also do some numerical experiments.

EXAMPLE 4.4. We define a metric on R? as
d((z1,22), (y1,92)) = \/(xl —y1)? + (2] — 22 —y§ +y?)2
Hence (R?,d) is an Hadamard space with the geodesic
(1) = (1= ) +ty, (1= )1+ ty0)* — (1= )23 — 2) — (5} — 1) ),

where the geodesic segment joining x = (x1,22) and y = (y1,y2) and is con-
tained in R? (see [9]). Let f : R? x R? — R be a bifunction which is defined
by

flz,y) = a(((yz +1) =+ 1)) = (w2 + 1) = (21 + 1)2)2) +b(y? — 22),

where a,b € Ry. Now, let C = {z = (21,22) € R?: 2; > 0}, and K(-) : C — 2¢
be defined by K (z) = {z € C|d(0,z) < 2+1/2? + (27 — 22)?} for each z € C.
It is easy to see that f satisfies B1-B4, and it can be shown that K(-) : C' — 2¢
is a multivalued mapping with nonempty, closed and convex values, which is

quasi nonexpansive and demiclosed. Hence B5 is satisfied too. Also, we have
S* £ 0. It is easy to check that for all (a,b) € R3 the unique solution is
z* = (0,0). We take 8, = 1, ¢y = o = } and A\, = 3. If {,} is the
sequence generated by the algorithm in Section 2 (see Theorem 2.3 and (2.12)),
then the sequence {x,} converges to the solution of QEP(f, K) by Theorem
2.3. We performed some numerical experiments for this example. We chose
randomly 100 random pairs (a,b) € [0,100] x [0,100] and five starting points.

Our stopping criterion is d(xp, ,41) < 1078,
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The numerical results are displayed in the following table, where the starting
points, the average number of iterations and the average CPU times have been

reported.

The numerical results obtained by performing the algorithm in Section 2

Starting point: zg

Average number of iterations

Average CPU time (Sec)

(7, 13)
(9a '1)
(17, 23)
(43, -8)
(62, -17)

15.69
15.66
5.64
5.41

5.62

1.429375
1.166250
0.277500
0.353281

0.274687

Also, all tests for the 100 problems corresponding to each starting point were
successful, meaning that the sequence {z,} converges to (0,0), which is the
solution of QEP(f, K). This problem was solved by the Optimization Toolbox
in Matlab R2020a and performed on a Laptop with Intel(R) Core(TM) i3-
4005U CPU @ 1.70 GHz, 1700 Mhz, 2 Core(s), 4 Logical Processor(s), Ram
4.00 GB.

Finally, in order to implement the Halpern regularization method in Section
%—i—l and v = (1,1). If {z,} is the
sequence generated by our algorithm in Section 4, then {x,} converges to Ps-u
by Theorem 4.3 where it is the projection of the point u onto the solution set
S*. We also performed some numerical experiments for this example. Again,
we chose randomly 100 random pairs (a, b) € [0, 100] x [0, 100] and five starting

4 for this example, moreover we take «, =

points. The numerical results are displayed in the following table, where the
starting points, the average number of iterations and the average CPU times
have been reported.

The numerical results obtained by performing the Halpern regularization method in Section 4
Starting point: zg Average number of iterations Average CPU time (Sec)

(23, 7) 111,17 7.337500

(4, -11) 103.51 7.020312

(7, -38) 101.13 6.814062

(11, -57) 102.00 6.634375

(69, 81) 101.24 6.756250

For this example, all tests for the 100 problems corresponding to each starting
point were successful, meaning that the sequence {z,, } converges to (0,0), which
is the solution of QEP(f, K). This problem was solved by the Optimization
Toolbox in Matlab R2020a and performed on a Laptop with Intel(R) Core(TM)
i3-4005U CPU @ 1.70 GHz, 1700 Mhz, 2 Core(s), 4 Logical Processor(s), Ram
4.00 GB.
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