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Abstract. In this paper, we consider quasi-eqilibrium problems which

extend equilibrium problems and quasi-variational inequalities as well as

variational inequalities in Hadamard spaces. We study ∆-convergence of

the sequence generated by the extragradient method to a solution of a

quasi-equilibrium problem in Hadamard spaces. Then we show strong

convergence of the generated sequence to a solution of the problem by

imposing some additional conditions. We also use the Halpern regular-

ization method to prove strong convergence of the generated sequence to

a solution of the quasi-equilibrium problem where the equilibrium point is

the projection of an arbitrary point u onto the solution set of the problem.
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1. Introduction

Let (X, d) be a metric space. For x, y ∈ X, a mapping c : [0, l] → X,

where l ≥ 0, is called a geodesic with endpoints x, y, if c(0) = x, c(l) = y, and
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d(c(t), c(t′)) = t − t′ for all t, t′ ∈ [0, l]. If, for every x, y ∈ X, a geodesic with

endpoints x, y exists, then we call (X, d) a geodesic metric space. Furthermore,

if there exists a unique geodesic for each x, y ∈ X, then (X, d) is said to be

uniquely geodesic.

A subset C of a uniquely geodesic space X is said to be convex when for

any two points x, y ∈ C, the geodesic joining x and y is contained in C. For

each x, y ∈ X, the image of a geodesic c with endpoints x, y is called a geodesic

segment joining x and y and is denoted by [x, y].

Let X be a uniquely geodesic metric space. For each x, y ∈ X and for each

t ∈ [0, 1], there exists a unique point z ∈ [x, y] such that d(x, z) = td(x, y) and

d(y, z) = (1− t)d(x, y). We will use the notation (1− t)x⊕ ty for denoting the

unique point z satisfying the above statement.

Definition 1.1. [11] A geodesic space X is called CAT(0) space if for all

x, y, z ∈ X and t ∈ [0, 1] it holds that

d2(tx⊕ (1− t)y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y).

A complete CAT(0) space is called an Hadamard space.

Berg and Nikolaev in [4, 5] introduced the concept of quasi-linearization as

follows. Let us formally denote a pair (a, b) ∈ X ×X as
−→
ab and call it a vector.

Then quasi-linearization is characterized as a map ⟨·, ·⟩ : (X×X)×(X×X) → R
defined by

⟨
−→
ab,

−→
cd⟩ = 1

2
{d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)}, a, b, c, d ∈ X.

It is easy to see that ⟨
−→
ab,

−→
cd⟩ = ⟨

−→
cd,

−→
ab⟩, ⟨

−→
ab,

−→
cd⟩ = −⟨

−→
ba,

−→
cd⟩ and ⟨−→ax,

−→
cd⟩ +

⟨
−→
xb,

−→
cd⟩ = ⟨

−→
ab,

−→
cd⟩ for all a, b, c, d, x ∈ X. We say that X satisfies the Cauchy-

Schwarz inequality if ⟨
−→
ab,

−→
cd⟩ ≤ d(a, b)d(c, d) for all a, b, c, d ∈ X. It is known

(Corollary 3 of [5]) that a geodesically connected metric space is a CAT(0)

space if and only if it satisfies the Cauchy-Schwarz inequality.

Let (X, d) be an Hadamard space and {xn} be a bounded sequence in X.

Take x ∈ X. Let r(x, {xn}) = lim supn→∞ d(x, xn). The asymptotic radius of

{xn} is given by

r({xn}) = inf{r(x, {xn})|x ∈ X},

and the asymptotic center of {xn} is the set

A({xn}) = {x ∈ X|r(x, {xn}) = r({xn})}.

It is known that in an Hadamard space, A({xn}) consists exactly one point.

Definition 1.2. (see [24], p. 3690) A sequence {xn} in an Hadamard space

(X, d) ∆-converges to x ∈ X if A({xnk
}) = {x}, for each subsequence {xnk

} of

{xn}.
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Approximation Methods for Solving Quasi-equilibrium Problems in Hadamard Spaces 141

We denote ∆-convergence in X by
∆−→ and the metric convergence by →.

Now, we present a known result related to the notion of ∆-convergence.

Lemma 1.3 ([24], Proposition 3.6). Let X be an Hadamard space. Then,

every bounded, closed and convex subset of X is ∆-compact; i.e. every bounded

sequence in it, has a ∆-convergent subsequence.

Lemma 1.4 ([11]). Let (X, d) be a CAT(0) space. Then, for all x, y, z ∈ X

and t ∈ [0, 1], it holds that

d(tx⊕ (1− t)y, z) ≤ td(x, z) + (1− t)d(y, z).

Let C ⊂ X be nonempty, closed and convex. It is well known for any x ∈ X

there exists a unique u ∈ C such that

d(u, x) = inf{d(z, x) : z ∈ C}. (1.1)

We define the projection on C, PC : X → C, by taking PC(x) as the unique

u ∈ C which satisfies (1.1). We give next a characterization of the projection.

Proposition 1.5. ([10]) Let C be a nonempty convex subset of a CAT(0) space

X, x ∈ X and u ∈ C. Then u = PC(x) if and only if

⟨−→yu,−→xu⟩ ≤ 0,

for all y ∈ C.

Let X be an Hadamard space and C ⊂ X be a nonempty, closed and convex

set, and K : C → 2C be a multivalued mapping such that for all x ∈ C, K(x) is

a nonempty, closed and convex subset of C. Suppose that f : X ×X → R is a

bifunction. The quasi-equilibrium problem (QEP(f,K)) is to find x∗ ∈ K(x∗)

such that

f(x∗, y) ≥ 0, ∀y ∈ K(x∗). (1.2)

The set of all solutions of QEP(f,K) is denoted by S(f,K). Also, the set of all

fixed points ofK is denoted by Fix(K). The associated Minty quasi-equilibrium

problem is to find x∗ ∈ K(x∗) such that f(y, x∗) ≤ 0 for all y ∈ K(x∗).

When K(x) = C for all x ∈ C, the quasi-equilibrium problem QEP(f,K)

becomes a classical equilibrium problem EP(f, C), also the associated Minty

quasi-equilibrium problem becomes a classical Minty equilibrium problem (see

[12]).

The equilibrium problem encompasses, among its particular cases, convex

optimization problems, variational inequalities, fixed point problems, Nash

equilibrium problems, and other problems of interest in many applications.

Equilibrium problems have been studied extensively in Hilbert, Banach as well

as in topological vector spaces by many authors e.g. ([6, 7, 8, 13, 14, 15, 17,

19, 26, 27]).
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Recently the extragradient method with and without linesearch for equilib-

rium problems in Hadamard spaces has been studied in [18] and [21]. Also, the

quasi-equilibrium problems have been studied in [1, 12, 25] and [29].

In this paper, we study an extragradient method to approximate a solution of

quasi-equilibrium problems in Hadamard spaces. Hence we need the following

definitions.

Definition 1.6. The mapping T : C → C is called quasi nonexpansive when-

ever Fix(T ) ̸= ∅ and d(p, Tx) ≤ d(p, x) for all (p, x) ∈ Fix(T )× C.

The following definitions are adapted from [12].

Definition 1.7. Suppose that K : C → 2C is a multivalued mapping such

that for every x ∈ C, K(x) is nonempty, closed and convex. K is called quasi

nonexpansive whenever the mapping T (·) := PK(·)(·) is quasi nonexpansive

where P is the projection mapping.

Definition 1.8. We say that K : C → 2C is demiclosed, whenever we have

xk
∆−→ x̄ and limk→∞ d(xk,K(xk)) = 0, then x̄ ∈ Fix(K).

Lemma 1.9. (Lemma 3.18 of [22]) Let T : C → C be a quasi-nonexpansive

mapping, then Fix(T ) is closed and convex.

We introduce now some conditions on the bifunction f and the multivalued

mapping K which are needed in the convergence analysis.

B1: f(x, ·) : X → is convex and lower semicontinuous for all x ∈ X.

B2: f(·, y) is ∆-upper semicontinuous for all y ∈ X.

B3: f is Lipschitz-type continuous, i.e. there exist two positive constants

c1 and c2 such that

f(x, y) + f(y, z) ≥ f(x, z)− c1d
2(x, y)− c2d

2(y, z), ∀x, y, z ∈ X.

B4: f is pseudo-monotone, i.e. whenever f(x, y) ≥ 0 with x, y ∈ X, it holds

that f(y, x) ≤ 0.

B5: K : C → 2C is a quasi-nonexpansive and demiclosed mapping with

nonempty, closed and convex values.

In connection with B2, it is valuable to mention that a concave and upper

semicontinuous function is always ∆-upper semicontinuous. Also, note that B3

together with B4 imply that f(x, x) = 0 for all x ∈ X. Finally, in order to well

definedness and boundedness of the generated sequences by our algorithm in

this paper, we assume that

S∗ =
{
x ∈ K(x) : f(x, y) ≥ 0, ∀y ∈ C

}
̸= ∅.

Note that under B1–B5, S∗ is closed and convex. It is easy to see that S∗ ⊂
S(f,K).

The paper is organized as follows. In Section 2, we present an extragra-

dient method for quasi-equilibrium problems in Hadamard spaces for proving
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∆-convergence of the generated sequence to a solution of the problem. In Sec-

tion 3, we prove the strong convergece of the generated sequence to a solution

of the problem by imposing some additional conditions. In Section 4, we pro-

pose a variant of the extragradient method for which the generated sequence

is strongly convergent to a solution of the problem without any additional

conditions on it.

2. ∆-convergence of the extragradient method

In this section, we study ∆-convergence of the sequence generated by the

extragradient method to a solution of a quasi-equilibrium problem under ap-

propriate assumptions on the problem. Let C ⊂ X be a nonempty, closed and

convex set of an Hadamard space X, and K : C → 2C be a multivalued quasi-

nonexpansive mapping, and f : X × X →. We assume that the bifunction f

satisfies B1, B2, B3, B4, the multivalued mapping K satisfies B5. Next, we

propose the following extragradient method for solving QEP(f,K).

Initialization: z0 ∈ C, n := 0, 0 < α ≤ λk ≤ β < min{ 1
2c1

, 1
2c2

} and

0 < γ < βk < δ < 1 for all k.

Iterative Step : Given zn, define

wn = PK(zn)(zn), (2.1)

xn = βnzn ⊕ (1− βn)wn, (2.2)

yn = argminy∈C

{
f(xn, y) +

1

2λn
d2(xn, y)

}
, (2.3)

zn+1 = argminy∈C

{
f(yn, y) +

1

2λn
d2(xn, y)

}
. (2.4)

Since K is a multivalued mapping with nonempty, closed and convex val-

ues, it is easy to see that the sequences {wn} and {xn} are well defined. Now

we claim that the sequences {yn} and {zn} are well defined. Let φ : X →
(−∞,+∞] be a proper, convex and lower semicontinuous function. The resol-

vent of φ of order λ > 0 is defined at each point x ∈ X as follows.

Jφ
λ x := argminy∈X

{
φ(y) +

1

2λ
d2(y, x)

}
.

By Lemma 3.1.2 of [20] (see also Lemma 2.2.19 of [2]) for each x ∈ X, Jφ
λ x

exists. This shows the sequences {yn} and {zn} are well defined.

In order to prove ∆-convergence of the sequences generated by the extra-

gradient method to a solution of the problem, we need to adapt the following

lemma from [21].
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Lemma 2.1. Assume that {xn}, {yn}, {zn} and {wn} are generated by the

algorithm and x∗ ∈ S∗, then

d2(zn+1, x
∗) ≤ d2(zn, x

∗)− βn(1− βn)d
2(zn, wn)

− (1− 2c1λn)d
2(xn, yn)− (1− 2c2λn)d

2(yn, zn+1).

Proof. Take x∗ ∈ S∗ and suppose that y = tzn+1 ⊕ (1 − t)x∗ where t ∈ [0, 1).

Then, by (2.4) and B1, we have

f(yn, zn+1) +
1

2λn
d2(xn, zn+1) ≤ f(yn, y) +

1

2λn
d2(xn, y)

≤ tf(yn, zn+1) + (1− t)f(yn, x
∗)

+
1

2λn
{td2(xn, zn+1) + (1− t)d2(xn, x

∗)− t(1− t)d2(zn+1, x
∗)}.

Since f(yn, x
∗) ≤ 0, by B4, we get

f(yn, zn+1) ≤
1

2λn
{d2(xn, x

∗)− d2(xn, zn+1)− td2(zn+1, x
∗)}.

By letting t → 1− we get

f(yn, zn+1) ≤
1

2λn
{d2(xn, x

∗)− d2(xn, zn+1)− d2(zn+1, x
∗)}. (2.5)

Now, let y = tyn ⊕ (1− t)zn+1 such that t ∈ [0, 1), then by (2.3), we have

f(xn, yn) +
1

2λn
d2(xn, yn) ≤ f(xn, y) +

1

2λn
d2(xn, y)

≤ tf(xn, yn) + (1− t)f(xn, zn+1)

+
1

2λn
{td2(xn, yn) + (1− t)d2(xn, zn+1)− t(1− t)d2(yn, zn+1)}.

Then we obtain

f(xn, yn)− f(xn, zn+1) ≤
1

2λn
{d2(xn, zn+1)− d2(xn, yn)− td2(yn, zn+1)}.

Now, if t → 1− we get

f(xn, yn)−f(xn, zn+1) ≤
1

2λn
{d2(xn, zn+1)−d2(xn, yn)−d2(yn, zn+1)}. (2.6)

Since f is Lipschitz-type continuous with constants c1 and c2, we have

−c1d
2(xn, yn)− c2d

2(yn, zn+1) + f(xn, zn+1)− f(xn, yn) ≤ f(yn, zn+1). (2.7)

Note that by (2.6) and (2.7), we obtain

(
1

2λn
−c1)d

2(xn, yn)+(
1

2λn
−c2)d

2(yn, zn+1)−
1

2λn
d2(xn, zn+1) ≤ f(yn, zn+1).

(2.8)

Now (2.5) and (2.8) imply that

(1− 2c1λn)d
2(xn, yn) + (1− 2c2λn)d

2(yn, zn+1) ≤ d2(xn, x
∗)− d2(zn+1, x

∗).

(2.9)
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In the sequel, since xn = βnzn ⊕ (1− βn)wn by (2.2), we have

d2(xn, x
∗) ≤ βnd

2(zn, x
∗) + (1− βn)d

2(wn, x
∗)− βn(1− βn)d

2(zn, wn).

(2.10)

Now since x∗ ∈ K(x∗), wn = PK(zn)(zn) and K is a quasi nonexpansive

mapping, hence we have

d(wn, x
∗) ≤ d(zn, x

∗).

Therefore (2.10) implies that

d2(xn, x
∗) ≤ d2(zn, x

∗)− βn(1− βn)d
2(zn, wn). (2.11)

Now, (2.9) and (2.11) show that

d2(zn+1, x
∗) ≤ d2(zn, x

∗)− βn(1− βn)d
2(zn, wn)

− (1− 2c1λn)d
2(xn, yn)− (1− 2c2λn)d

2(yn, zn+1).

□

Remark 2.2. In Lemma 2.1, it is obvious that limn→∞ d(zn, x
∗) exists and hence

{zn} is bounded. Note that lim infn→∞ βn(1 − βn) > 0 and lim infn→∞(1 −
2ciλn) > 0 for i = 1, 2. Thus we conclude from Lemma 2.1 that

lim
n→∞

d(zn, wn) = lim
n→∞

d(xn, yn) = lim
n→∞

d(yn, zn+1) = 0. (2.12)

Therefore the sequences {xn}, {yn} and {wn} are bounded. Moreover, using

(2.5) and (2.8), and then by taking limit, we can conclude that

lim
n→∞

f(yn, zn+1) = 0.

Theorem 2.3. Assume that the bifunction f satisfies B1, B2, B3 and B4, and

the multivalued mapping K satisfies B5, and S∗ ̸= ∅. Then the sequence {xn}
generated by the algorithm, is ∆-convergent to a point of S(f,K).

Proof. Remark 2.2 shows that {xn} is bounded, hence there exists a subse-

quence {xnk
} of {xn} and p ∈ C such that xnk

∆−→ p. We first prove that

p ∈ Fix(K). Note that znk

∆−→ p and wnk

∆−→ p because xn = βnzn⊕(1−βn)wn

and limk→∞ d(znk
, wnk

) = 0 by Remark 2.2. Since limk→∞ d(znk
, wnk

) = 0,

and K is demiclosed, thus p ∈ K(p), i.e. p is a fixed point of K(·). Now we

prove that p ∈ S(f,K).

Note that zn+1 solves the minimization problem in (2.4). Let z = tzn+1 ⊕
(1− t)y such that t ∈ [0, 1) and y ∈ C, then we get

f(yn, zn+1) +
1

2λn
d2(xn, zn+1) ≤ f(yn, z) +

1

2λn
d2(xn, z)

≤ tf(yn, zn+1) + (1− t)f(yn, y)

+
1

2λn
{td2(xn, zn+1) + (1− t)d2(xn, y)− t(1− t)d2(zn+1, y)}.
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The above inequality implies that

f(yn, zn+1)− f(yn, y) ≤
1

2λn
{d2(xn, y)− d2(xn, zn+1)− td2(zn+1, y)}.

Now, if t → 1− we obtain

1

2λn
{d2(xn, zn+1) + d2(zn+1, y)− d2(xn, y)} ≤ f(yn, y)− f(yn, zn+1). (2.13)

Therefore we have
−1

2λn
d(xn, zn+1){d(zn+1, y) + d(xn, y)} ≤ f(yn, y)− f(yn, zn+1). (2.14)

Now since xnk

∆−→ p, we have ynk

∆−→ p by (2.12). Replacing n by nk in (2.14),

taking limsup and using Remark 2.2, since f(·, y) is ∆-upper semicontinuous,

we have:

0 ≤ lim sup
k→∞

f(ynk
, y) ≤ f(p, y), ∀y ∈ C.

Therefore, p ∈ S(f,K). Finally, since limn→∞ d(p, zn) exists for each ∆-limit

point of {xn} like p, therefore Opial’s Lemma in Hadamard spaces (see Lemma

2.1 in [23]) implies that {xn} ∆-converges to a point of S(f,K). □

3. Strong convergence of the extragradient method

In this section, we study the strong convergence of the sequence generated

by the extragradient method to an element of S(f,K) with some additional

assumptions on the problem.

Definition 3.1. A bifunction f is called strongly monotone, if there exists

α > 0 such that f(x, y) + f(y, x) ≤ −αd2(x, y) for all x, y ∈ X.

Also, a bifunction f is called strongly pseudo-monotone, if there exists β > 0

such that whenever f(x, y) ≥ 0, then f(y, x) ≤ −βd2(x, y) for all x, y ∈ X.

Definition 3.2. A function h : X → is called strongly convex, whenever for

each pair x, y ∈ X and each λ ∈ [0, 1], we have

h(λx⊕ (1− λ)y) ≤ λh(x) + (1− λ)h(y)− λ(1− λ)d2(x, y).

We say that h is strongly concave whenever −h is strongly convex.

Example 3.3. Suppose that g : X × X → R is monotone. If α : X × X →
R+, then f(x, y) := α(x, y)g(x, y) is pseudo-monotone but it is not necessarily

monotone. Now if α(x, y) ≥ c > 0 and g is strongly monotone, then f(x, y) =

α(x, y)g(x, y) is strongly pseudo-monotone.

Theorem 3.4. Suppose that the assumptions of Theorem 2.3 are satisfied. If

any of the following conditions is satisfied,

i) f is strongly pseudo-monotone,

ii) f(x, ·) is strongly convex for all x ∈ X,

iii) f(·, y) is strongly concave for all y ∈ X,
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then the sequence {xn} generated by the algorithm is strongly convergent to an

element of S(f,K).

Proof. Note that by Theorem 2.3, the sequence {xn} is ∆-convergent to a

point of S(f,K). In the sequel, in each item, we prove that the sequence {xn}
is strongly convergent to an element of S(f,K). Therefore we suppose that

xn
∆−→ x∗ and subsequently yn

∆−→ x∗ by Remark 2.2. Replacing y by x∗ in

(2.14), taking liminf from (2.14) and using Remark 2.2, we have

lim inf
n→∞

f(yn, x
∗) ≥ 0. (3.1)

On the other hand, since f(yn, x
∗) ≤ 0 for all n, therefore we get

lim
n→∞

f(yn, x
∗) = 0. (3.2)

In the sequel, we continue to prove parts (i), (ii) and (iii) respectively:

i) Since f(x∗, yn) ≥ 0, by the definition of the strongly pseudo-monotone bi-

function, there is β > 0 such that f(yn, x
∗) ≤ −βd2(yn, x

∗). By taking liminf

and using (3.1), we get

0 ≤ lim inf
n→∞

f(yn, x
∗) ≤ lim inf

n→∞
(−βd2(yn, x

∗) ≤ −β lim sup
n→∞

d2(yn, x
∗)).

Therefore yn → x∗ and subsequently xn → x∗ by Remark 2.2.

ii) By (2.14), we have

−1

2λn
d(xn, zn+1){d(zn+1, y) + d(xn, y)} ≤ f(yn, y)− f(yn, zn+1). (3.3)

Now, let λ ∈ (0, 1) and set pn = λyn ⊕ (1− λ)x∗ for all n ∈ N. Since f(yn, ·) is
strongly convex, we have

−1

2λn
d(xn, zn+1){d(zn+1, pn) + d(xn, pn)} ≤ f(yn, pn)− f(yn, zn+1)

≤ λf(yn, yn) + (1− λ)f(yn, x
∗)− λ(1− λ)d2(yn, x

∗)− f(yn, zn+1)

= (1− λ)f(yn, x
∗)− λ(1− λ)d2(yn, x

∗)− f(yn, zn+1).

Note that f(yn, yn) = 0 by B3 and B4. Hence, we have

λ(1− λ)d2(yn, x
∗) ≤ 1

2λn
d(xn, zn+1){d(zn+1, pn) + d(xn, pn)}

+ (1− λ)f(yn, x
∗)− f(yn, zn+1). (3.4)

Taking limit from (3.4), we use (3.2) together with Remark 2.2 and the bound-

edness of {pn} in order to obtain that d(yn, x
∗) → 0. Therefore we have

xn → x∗.

iii) Let λ ∈ (0, 1) and set pn = λyn⊕(1−λ)x∗ for all n ∈ N. Then since f(·, x∗)

is strongly concave, we have

λf(yn, x
∗) + (1− λ)f(x∗, x∗) + λ(1− λ)d2(yn, x

∗) ≤ f(pn, x
∗) ≤ 0.
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Therefore, we get f(yn, x
∗) ≤ −(1 − λ)d2(yn, x

∗). Now, by taking liminf and

(3.1), we get

0 ≤ lim inf
n→∞

f(yn, x
∗) ≤ −(1− λ) lim sup

i→∞
d2(yn, x

∗).

Therefore yn → x∗. This implies that xn → x∗.

□

4. Halpern’s regularization method

In this section, we modify our method in Section 2 by adding a step to

the algorithm which ensures strong convergence of the generated sequence to

a solution of QEP(f,K) (See (4.5)). We show that the generated sequence

is strongly convergent to the projection of u onto the solution set S∗. Let

C ⊂ X be a nonempty, closed and convex set of an Hadamard space X, and

K : C → 2C be a multivalued quasi-nonexpansive mapping, and f : X ×X →.

We assume that the bifunction f satisfies B1, B2, B3, B4, the multivalued

mapping K satisfies B5, and S∗ ̸= ∅. Next, we propose the following Halpern’s

regularization of the extragradient method for solving this problem.

Initialization: v0, u ∈ C, n := 0, 0 < α ≤ λk ≤ β < min{ 1
2c1

, 1
2c2

} and

0 < γ < βk < δ < 1 for all k. Take {αk} ⊂ (0, 1) such that limk→∞ αk = 0 and∑∞
k=0 αk = +∞.

Iterative Step : Given vn, define

wn = PK(vn)(vn), (4.1)

xn = βnvn ⊕ (1− βn)wn, (4.2)

yn = argminy∈C

{
f(xn, y) +

1

2λn
d2(xn, y)

}
, (4.3)

zn = argminy∈C

{
f(yn, y) +

1

2λn
d2(xn, y)

}
, (4.4)

vn+1 = αnu⊕ (1− αn)zn. (4.5)

Similar to the previous section, it is easy to see that the generated sequences

are well defined. In order to prove the strong convergence result by our algo-

rithm, we need the following lemmas.

Lemma 4.1. Assume that the sequences {xn}, {yn}, {zn}, {vn} and {wn} are

generated by the algorithm and x∗ ∈ S∗, then

d2(zn, x
∗) ≤ d2(vn, x

∗)− βn(1− βn)d
2(vn, wn)

− (1− 2c1λn)d
2(xn, yn)− (1− 2c2λn)d

2(yn, zn).

Proof. Similar to the proof of Lemma 2.1 □
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Lemma 4.2. [28] Let {sn} be a sequence of nonnegative real numbers, {αn}
be a sequence of real numbers in (0, 1) with

∑∞
n=0 αn = +∞ and {tn} be a

sequence of real numbers. Suppose that

sn+1 ≤ (1− αn)sn + αntn for all n ≥ 1.

If lim supk→∞ tnk
≤ 0 for every subsequence {snk

} of {sn} satisfying

lim infk→∞(snk+1 − snk
) ≥ 0, then limn→∞ sn = 0.

Theorem 4.3. Assume that the bifunction f satisfies B1, B2, B3 and B4, the

multivalued mapping K satisfies B5, and S∗ ̸= ∅. Then the sequence {xn}
generated by the algorithm converges strongly to PS∗u.

Proof. Let x∗ = PS∗u. Lemma 4.1 shows that

d(zn, x
∗) ≤ d(vn, x

∗). (4.6)

By (4.5) and (4.6), we obtain

d(vn+1, x
∗) ≤ αnd(u, x

∗) + (1− αn)d(zn, x
∗)

≤ αnd(u, x
∗) + (1− αn)d(vn, x

∗)

≤ max{d(u, x∗), d(vn, x
∗)}

≤ · · · ≤ max{d(u, x∗), d(v0, x
∗)},

which implies that {vn} is bounded. Thus, by (4.6), {zn} is also bounded. On

the other hand, (4.5) and (4.6) imply

d2(vn+1, x
∗) ≤ (1− αn)d

2(zn, x
∗) + αnd

2(u, x∗)− αn(1− αn)d
2(u, zn)

≤ (1− αn)d
2(vn, x

∗) + αnd
2(u, x∗)− αn(1− αn)d

2(u, zn). (4.7)

We are going to prove d2(vn, x
∗) → 0. By Lemma 4.2, it suffices to show

that lim supk→∞(d2(u, x∗) − (1 − αnk
)d2(u, znk

)) ≤ 0 for every subsequence

{d2(vnk
, x∗)} of {d2(vn, x∗)} satisfying lim infk→∞(d2(vnk+1, x

∗)−d2(vnk
, x∗)) ≥

0. Consider such a subsequence. We have

0 ≤ lim inf
k→∞

(d2(vnk+1, x
∗)− d2(vnk

, x∗))

≤ lim inf
k→∞

(αnk
d2(x∗, u) + (1− αnk

)d2(x∗, znk
)− d2(x∗, vnk

))

= lim inf
k→∞

(αnk
(d2(x∗, u)− d2(x∗, znk

)) + d2(x∗, znk
)− d2(x∗, vnk

))

≤ lim sup
k→∞

αnk
(d2(x∗, u)− d2(x∗, znk

)) + lim inf
k→∞

(d2(x∗, znk
)− d2(x∗, vnk

))

= lim inf
k→∞

(d2(x∗, znk
)− d2(x∗, vnk

))

≤ lim sup
k→∞

(d2(x∗, znk
)− d2(x∗, vnk

)) ≤ 0.

This shows that

lim
k→∞

(d2(x∗, znk
)− d2(x∗, vnk

)) = 0. (4.8)
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Since lim infn→∞ βn(1 − βn) > 0 and lim infn→∞(1 − 2ciλn) > 0 for i = 1, 2,

replacing n by nk in Lemma 4.1, we conclude that

lim
k→∞

d2(xnk
, ynk

) = lim
k→∞

d2(ynk
, znk

) = lim
k→∞

d2(vnk
, wnk

) = 0. (4.9)

In the sequel, similar to (2.5) and (2.8), replacing zn+1 by zn, we get

f(yn, zn) ≤
1

2λn
{d2(xn, x

∗)− d2(xn, zn)− d2(zn, x
∗)}. (4.10)

and

(
1

2λn
−c1)d

2(xn, yn)+(
1

2λn
−c2)d

2(yn, zn)−
1

2λn
d2(xn, zn) ≤ f(yn, zn). (4.11)

Now since d(xn, x
∗) ≤ d(vn, x

∗), replacing n by nk in (4.10) and (4.11),

taking limit and using (4.8), we get

lim
k→∞

f(ynk
, znk

) = 0. (4.12)

On the other hand, there exists a subsequence {znkt
} of {znk

} and p ∈ C

such that znkt

∆−→ p and

lim sup
k→∞

(d2(u, x∗)−(1−αnk
)d2(u, znk

)) = lim
t→∞

(d2(u, x∗)−(1−αnkt
)d2(u, znkt

)).

By ∆-lower semicontinuity of d2(u, ·), we obtain

lim sup
k→∞

(d2(u, x∗)− (1− αnk )d
2(u, znk )) = lim

t→∞
(d2(u, x∗)− (1− αnkt

)d2(u, znkt
))

≤ d2(u, x∗)− d2(u, p). (4.13)

Now let z := tzn ⊕ (1− t)y such that t ∈ [0, 1) and y ∈ C, then, by (4.4), we
have

f(yn, zn) +
1

2λn
d2(xn, zn) ≤ f(yn, z) +

1

2λn
d2(xn, z)

≤ tf(yn, zn) + (1− t)f(yn, y)

+
1

2λn
{td2(xn, zn) + (1− t)d2(xn, y)− t(1− t)d2(zn, y)}.

This implies that

f(yn, zn)− f(yn, y) ≤
1

2λn
{d2(xn, y)− d2(xn, zn)− td2(zn, y)}.

Now, if t → 1− we get

1

2λn
{d2(xn, zn) + d2(zn, y)− d2(xn, y)} ≤ f(yn, y)− f(yn, zn). (4.14)

Therefore we have
−1

2λn
d(xn, zn){d(zn, y) + d(xn, y)} ≤ f(yn, y)− f(yn, zn). (4.15)

Since ynkt

∆−→ p by (4.9), replacing n by nkt
in (4.15) and then taking limsup

and using (4.9) and (4.12) we get

0 ≤ lim sup
t→∞

f(ynkt
, y), ∀y ∈ C.
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Now, since f(·, y) is ∆-upper semicontinuous, we get

f(p, y) ≥ 0, ∀y ∈ C. (4.16)

Now, it remains to prove that p ∈ Fix(K). Note that xnkt

∆−→ p, vnkt

∆−→ p

and wnkt

∆−→ p because limt→∞ d(vnkt
, wnkt

) = 0 by (4.9).

Since limt→∞ d(vnkt
, wnkt

) = 0, and K is demiclosed, thus p ∈ K(p), i.e. p is

a fixed point of K(·). Therefore we get p ∈ S∗ by (4.16).

Therefore we have d(u, x∗) ≤ d(u, p), thus (4.13) implies

lim sup
k→∞

(d2(u, x∗)− (1− αnk
)d2(u, znk

)) ≤ 0. (4.17)

Hence

d2(vn, x
∗) → 0

by Lemma 4.2. Now since xn = βnvn ⊕ (1− βn)wn, Lemma 4.1 shows that

xn → x∗ = PS∗u.

□

Now, we give an example to illustrate applications of Theorem 2.3 and The-

orem 4.3, and we also do some numerical experiments.

Example 4.4. We define a metric on R2 as

d((x1, x2), (y1, y2)) =
√
(x1 − y1)2 + (x2

1 − x2 − y21 + y2)2.

Hence (R2, d) is an Hadamard space with the geodesic

γ(t) =
(
(1− t)x1 + ty1, ((1− t)x1 + ty1)

2 − (1− t)(x2
1 − x2)− t(y21 − y2)

)
,

where the geodesic segment joining x = (x1, x2) and y = (y1, y2) and is con-

tained in R2 (see [9]). Let f : R2 × R2 → R be a bifunction which is defined

by

f(x, y) = a
(
((y2 + 1)− (y1 + 1)2)2 − ((x2 + 1)− (x1 + 1)2)2

)
+ b(y21 − x2

1),

where a, b ∈ R+. Now, let C = {z = (z1, z2) ∈ R2 : z1 ≥ 0}, and K(·) : C → 2C

be defined by K(x) = {z ∈ C|d(0, z) ≤ 2+ 1
2

√
x2
1 + (x2

1 − x2)2} for each x ∈ C.

It is easy to see that f satisfies B1–B4, and it can be shown that K(·) : C → 2C

is a multivalued mapping with nonempty, closed and convex values, which is

quasi nonexpansive and demiclosed. Hence B5 is satisfied too. Also, we have

S∗ ̸= ∅. It is easy to check that for all (a, b) ∈ R2
+ the unique solution is

x∗ = (0, 0). We take βn ≡ 1
2 , c1 = c2 = 1

4 and λn ≡ 1
2 . If {xn} is the

sequence generated by the algorithm in Section 2 (see Theorem 2.3 and (2.12)),

then the sequence {xn} converges to the solution of QEP(f,K) by Theorem

2.3. We performed some numerical experiments for this example. We chose

randomly 100 random pairs (a, b) ∈ [0, 100] × [0, 100] and five starting points.

Our stopping criterion is d(xn, xn+1) < 10−8.
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The numerical results are displayed in the following table, where the starting

points, the average number of iterations and the average CPU times have been

reported.
The numerical results obtained by performing the algorithm in Section 2

Starting point: z0 Average number of iterations Average CPU time (Sec)

(7, 13) 15.69 1.429375

(9, -1) 15.66 1.166250

(17, 23) 5.64 0.277500

(43, -8) 5.41 0.353281

(62, -17) 5.62 0.274687

Also, all tests for the 100 problems corresponding to each starting point were

successful, meaning that the sequence {xn} converges to (0, 0), which is the

solution of QEP(f,K). This problem was solved by the Optimization Toolbox

in Matlab R2020a and performed on a Laptop with Intel(R) Core(TM) i3-

4005U CPU @ 1.70 GHz, 1700 Mhz, 2 Core(s), 4 Logical Processor(s), Ram

4.00 GB.

Finally, in order to implement the Halpern regularization method in Section

4 for this example, moreover we take αn ≡ 1
n+1 and u = (1, 1). If {xn} is the

sequence generated by our algorithm in Section 4, then {xn} converges to PS∗u

by Theorem 4.3 where it is the projection of the point u onto the solution set

S∗. We also performed some numerical experiments for this example. Again,

we chose randomly 100 random pairs (a, b) ∈ [0, 100]× [0, 100] and five starting

points. The numerical results are displayed in the following table, where the

starting points, the average number of iterations and the average CPU times

have been reported.
The numerical results obtained by performing the Halpern regularization method in Section 4

Starting point: z0 Average number of iterations Average CPU time (Sec)

(23, 7) 111,17 7.337500

(4, -11) 103.51 7.020312

(7, -38) 101.13 6.814062

(11, -57) 102.00 6.634375

(69, 81) 101.24 6.756250

For this example, all tests for the 100 problems corresponding to each starting

point were successful, meaning that the sequence {xn} converges to (0, 0), which
is the solution of QEP(f,K). This problem was solved by the Optimization

Toolbox in Matlab R2020a and performed on a Laptop with Intel(R) Core(TM)

i3-4005U CPU @ 1.70 GHz, 1700 Mhz, 2 Core(s), 4 Logical Processor(s), Ram

4.00 GB.
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and Monotone-transformable Mathematical Programming Problems and a Proximal-like

Point Method, J. Global Optim, 35(1), (2006), 53-69.

10. H. Dehghan, J. Rooin, A Characterization of Metric Projection in Hadamard Spaces with

Applications, International Conference on Functional Equation, Geometric Functions and

Applications, (ICFGA 2012) 11-12th May 2012, Payame Noor University, Tabriz, 2012,

41-43.

11. S. Dhompongsa, B. Panyanak, On ∆-convergence Theorems in CAT(0) Spaces, Comput.

Math. App, 56, (2008), 2572-2579.

12. B. Djafari-Rouhani, V. Mohebbi, Proximal Point Method for Quasi-equilibrium Problems

in Banach Spaces, Numer. Funct. Anal. Optim, 41, (2020), 1007-1026.

13. G. Z. Eskandani, M. Raeisi, Th. M. Rassias, A Hybrid Extragradient Method for Solving

Pseudomonotone Equilibrium Problems Using Bergman Distance, J. Fixed Point Theory

Appl, 20(3), (2018), p. 132.

14. A. Gibali, S. Reich, R. Zalas, Iterative Methods for Solving Variational Inequalities in

Euclidean Space, Fixed Point Theory Appl., 17(4), (2015), 775-811.

15. A. Gibali, S. Reich, R. Zalas, Outer Approximation Methods for Solving Variational

Inequalities in Hilbert Space, Optimization, 66(3), (2017), 417-437.

16. B. Halpern, Fixed Points of Nonexpanding Maps, Bull. Amer. Math. Soc., 73, (1967),

957-961.

17. A. N. Iusem, G. Kassay, W. Sosa, On Certain Conditions for the Existence of Solutions

of Equilibrium Problems, Math. Program., 116, (2009), 259-273.

18. A. N. Iusem, V. Mohebbi, Convergence Analysis of the Extragradient Method for Equi-

librium Problems in Hadamard Spaces, Comput. Appl. Math., (2020), 39-44.

19. A. N. Iusem, W. Sosa, On the Proximal Point Method for Equilibrium Problems in

Hilbert Spaces, Optimization, 59, (2010), 1259-1274.

20. J. Jost, Nonpositive Curvature: Geometric and Analytic Aspects, Lectures Math. ETH

Zurich, Birkhauser, Basel, 1997.

21. H. Khatibzadeh, V. Mohebbi, Approximating Solutions of Equilibrium Problems in

Hadamard Spaces, Miskolc Math. Notes, 20(1), (2019), 281-297.

22. H. Khatibzadeh, V. Mohebbi, On the Iterations of a Sequence of Strongly Quasi Nonex-

pansive Mappings with Applications, Numer. Funct. Anal. Optim., 41, (2020), 231-256.

 [
 D

O
I:

 1
0.

61
88

2/
ijm

si
.2

0.
2.

13
9 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
m

si
.c

om
 o

n 
20

25
-1

1-
29

 ]
 

                            15 / 16

http://dx.doi.org/10.61882/ijmsi.20.2.139
http://ijmsi.com/article-1-2050-en.html


154 M. Mohammadi, G. Zamani Eskandani

23. H. Khatibzadeh, S. Ranjbar, ∆-convergence and w-convergence of the Modified Mann

Iteration for a Family of Asymptotically Nonexpansive Type Mappings in Complete

CAT(0) Spaces, Fixed Point Theory, 17, (2016), 151-158.

24. W. A. Kirk, B. Panyanak, A Concept of Convergence in Geodesic Spaces, Nonlinear

Anal., 68, (2008), 3689-3696.

25. M. Mohammadi, G. Z. Eskandani, Approximation Solutions of Quasi-equilibrium Prob-

lems in Banach Spaces, Miskolc Math. Notes, 21, (2020), 261-272.

26. M. Raeisi, G. Z. Eskandani, A Hybrid Extragradient Method for a General Split Qual-

ity Problem Involving Resolvents and Pseudomonotone Bifunctions in Banach Spaces,

Calcolo, 56(4), (2019), p. 43.

27. S. Reich, Z. Salinas, Metric Convergence of Infinite Products of Operators in Hadamard

Spaces, Nonlinear Anal, 18, (2017), 331-345.

28. S. Saejung, P. Yotkaew, Approximation of Zeros of Inverse Strongly Monotone Operators

in Banach Spaces, Nonlinear Anal, 75, (2012), 742-750.

29. N. T. T. Van, J. J. Strodiot, V. H. Nguyen, P. T. Vuong, An Extragradient-type Method

for Solving Nonmonotone Quasi-equilibrium Problems, Optimization, 67, (2018), 651-

664.

 [
 D

O
I:

 1
0.

61
88

2/
ijm

si
.2

0.
2.

13
9 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
m

si
.c

om
 o

n 
20

25
-1

1-
29

 ]
 

Powered by TCPDF (www.tcpdf.org)

                            16 / 16

http://dx.doi.org/10.61882/ijmsi.20.2.139
http://ijmsi.com/article-1-2050-en.html
http://www.tcpdf.org

